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Asbestos, particle, and air bubble counting generally
supports qualitative asbestos analysis, using such pro-
cedures as dispersion staining. Operators convention-
ally check and count asbestos fibers visually using a
microscope – a difficult, time-consuming process. The
microscopic observation robot we are automating to
support qualitative asbestos analysis images fibers and
saves them automatically to a database. In this paper,
we introduce image processing method using machine
learning to count asbestos, particles, and air bubbles
automatically.

Keywords: asbestos, microscopic observation, qualita-
tive analysis, machine learning

1. Introduction

With asbestos exposure now a huge social issue as a
cause of pneumoconiosis and malignant mesothelioma
due to previous widespread use as thermal insulation, in
fire-retardant material, etc., asbestos deaths are expected
to exceed 100,000 in Japan in the next 4 decades [1]. The
major threat lies in thermal insulation materials, which re-
quire asbestos inclusion analysis in such fields as building
demolition.

Japanese Industrial Standards (JIS) strictly define as-
bestos inclusion analysis procedures in JIS A1481 [2],
dividing them into quantitative and qualitative analysis.
Quantitative analysis has been speed up thanks to ad-
vances in X-ray diffraction and automation. Qualitative
analysis, however, has not yet been automated. A qualita-
tive analysis procedure called dispersion staining, which
uses phase contrast microscopy to counts asbestos crys-
tals, is currently done visually by operators, putting a
heavy burden on them. Worldwide standards stricter than
those in Japan have been set, for example, by the United

States Environmental Protection Agency (EPA) standards.
The demand for asbestos inspection is expected to grow as
the number of buildings using asbestos and reaching the
end of their usefulness grows, raising the need or efficient,
automated asbestos analysis.

With the objective of developing an automatic “as-
bestos counting” robot supporting qualitative asbestos
analysis, we propose automated visual counting using im-
age processing. Part of this involves extracting particles
from microscope images and classifying them into as-
bestos, particle, and bubble images.

2. Dispersion Staining and Problems

Asbestos crystals mixed with other general particles are
difficult to recognize and count them. Dispersion staining
(JIS A1481) involves counting asbestos crystals using a
phase contrast dispersion microscope. That enables as-
bestos crystal color alone to be changed using the micro-
scope’s polarization plate. Operators use asbestos crystal
color change to count crystals as strictly defined by JIS.
Operators first count 3,000 particles from all particles in
the field of view, including asbestos crystals, then count
the number of asbestos crystals. A sample of 3,000 par-
ticles containing 4 or more asbestos crystals is judged to
be inclusive. Counting is done currently done visually, re-
quiring long observation time through a microscope, plac-
ing a very heavy temporal, physical, and mental burden on
operators. Individual operators can examine only about
10 specimens a day, limiting the efficiency of inclusion
analysis.

3. Related Studies

The many attempts at automating asbestos analysis
have included Magiscan [3, 4] and asbestos fibers auto-
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Fig. 1. Microscope image: rectangle indicating asbestos
fiber, circle indicating air bubble, and other small bright ar-
eas indicating particles.

matic counting [5], which focus on counting asbestos
crystals in the air, i.e., only particles filtered and selected
are inspected. With particles as large as asbestos crys-
tals in air less likely to be mixed in and small particles
filtered out, asbestos crystals are easy to recognize. Sam-
ples such as building materials, however, are difficult to
search for asbestos crystals, so this study requires differ-
entiating general particles and asbestos crystals.

To automate dispersion staining, Kawabata et al. de-
veloped a robot that automatically captures microscopic
images [6] while automatically changing polarization,
achieving automation. The problem remaining is to re-
fine image capture, which requires automatically counting
particles and asbestos crystals in captured images.

Particle detection in dispersion staining includes using
background subtraction and Gaussian noise filtering (Ku-
magai et al. [7]), in which optimal resolution with particle
variable inspection is selected based on particle resolution
dependence (Watanabe et al. [8]), and using a One Class
Support Vector Machine (OCSVM) (Kuba et al. [9]). As-
bestos detection in dispersion staining includes a two-
class problem of whether asbestos particles are contained
in individual local regions of microscope images, solved
using an SVM (Nomoto et al. [10]), and particle loca-
tion displacement in which polarization is changed in dis-
persion staining using Scale Invariant Feature Transform
(SIFT) features to determine whether asbestos is present
based on two images (Moriguchi et al. [11]). In dispersion
staining, these types of detection handle only particle de-
tection or asbestos detection and not both. The many bub-
bles in the specimens are also not considered.

4. Automatic Counting

To support operators, particles in microscope images
must be classified into asbestos crystals as separate from
other general particles. Most images have air mixed in
while specimens are prepared, and such air appears as
bubbles, as shown in Fig. 1. (Red rectangles are asbestos,
blue circles bubbles, and other small bright regions all
particles (about 30).) Since a bubble must not be counted
as a particle, bubbles must be clearly classified. Opera-

tors count while classifying items based on experience.
We use classification here based on three processes to ap-
proach operator counting as closely as possible – particle
extraction, asbestos classification, and bubble classifica-
tion.

5. Particle Extraction

Background subtraction and edge detection are used for
particle detection preprocessing. In dispersion staining
discussed here, however, microscope image background
brightness and color vary greatly with imaging conditions,
meaning background images are not constant, and 50 or
more images must be processed to count 3,000 particles,
so we must prepare a corresponding number of back-
ground images. Asbestos crystals and particles similar
in color to the background may not be always detected.
Asbestos crystals and particles come in all different col-
ors, sizes, and shapes, too, so applying methods such as
template matching is not practical.

Operators recognize and count particles flexibly regard-
less of color and brightness differences in the background,
relying on their experience to spot microscope images
background “uniformity.” Specifically, they are consid-
ered to recognize simple, uniform regions as background
regions and other regions as particles. Here, we use opera-
tor recognition to automatically classify background from
an image, then use a method to extract particles, which
vary greatly in size. Extremely small particles not rec-
ognized unless the image is enlarged, for example, may
be processed as noise and left out. We therefore propose
dividing images up into smaller regions.

Particles are counted using a 630 × 480 pixel image
captured in phase contrast microscopy. We divided im-
ages into 336 30 × 30 pixel regions and defined small
regions with the particles as small particle regions and
those without particles as small background regions. We
then obtained all RGB pixel values in small regions and
rendered them as pixel values in RGB space. As a re-
sult, pixel values distributed widely in the small parti-
cle regions, as shown in Fig. 2, while they did not dis-
tribute widely in the small background regions as shown
in Fig. 3. We then classified the background using these
features.

Pixel variations in RGB space are quantified by calcu-
lating variation values, which are an index of how a sam-
ple deviates from the sample mean. We calculate the vari-
ation of each RGB value in small regions and render the
result as a three-dimensional (3D) RGB graph as shown
in Fig. 4. The graph indicates that each RGB value is
small in small background regions (©), while RGB vari-
ation values are large in small particle regions (�). Small
regions are thus classified into small background regions
and small particle regions by the magnitude of variation.

Particles cannot be extracted and counted by simply
classifying small particle and background regions, so we
extract particles in a second processing step using infor-
mation on background regions classified above, as fol-
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Fig. 2. Small particle region.

Fig. 3. Small background regions.

Fig. 4. RGB variation distribution.

lows:

I. Read a phase contrast microscopy image as shown in
Fig. 5(a).

II. Determine the mean of R, G, and B in all the small
background regions (black in Fig. 5(b)) classified us-
ing above.

III. Conduct background subtraction in small particle re-
gions with monochromatic backgrounds using the
mean of the R, G, and B values determined in II as
an example, as shown in Fig. 5(c).

IV. Binarize the image.

V. Conduct labeling.

VI. Box individual extracted particles regions as shown
in Fig. 5(d).

VII. Count the result.

Conducting a particle counting experiment as shown
above, we used a standard specimen used on site and cap-
tured 15 images using Nikon ECIPSE 80i phase contrast
microscopy. We had an actual asbestos particle counter
count particles in images, compared the result to our pro-
cessing result, and evaluated them. We compared also

(a) Microscope image

(c) Microscope image

(b) Microscope image

(d) Microscope image

Fig. 5. Procedures and results.

Table 1. Particle counting results.
Operator Proposed Correct False False

method counting rate positive negative
540 549 101.7% 13.1% 6.1%

the result with a result with the same image using only
background subtraction with a standard background im-
age (in which a prepared slide containing immersion liq-
uid before the specimen was set is captured with the mi-
croscope). We compared the counting result of the 15 im-
ages of the operator with that of the proposed method as
shown in Table 1. The operator counted 540 particles
and the proposed method counted 549. The extraction
rate was 101.7%, the false-positive rate (the proposal de-
tects particles the operator did not extract) 13.1%, and the
false-negative rate (the proposal left out particles the op-
erator extracted) 6.1%. The proposed method left out par-
ticles mainly because it counted two or more neighboring
or overlapping particles as one particle that the operator
counted as multiple particles.

We verified each of the 15 images for the result of the
proposed method and that using only background sub-
traction in the standard background, finding that the ex-
periment using only background subtraction has a wide
variation in extraction. The proposed method, however,
achieved ±10% in 12 of the 15 images, a small varia-
tion in extraction among images. Despite a slight image-
dependent difference in brightness, we achieved a highly
accurate result because classification of background re-
gion in particle counting preprocessing functioned well.

We developed a particle detector based on two-step
processing: specification of the background region using
color variation and particles extraction using information
on the background. We also made highly accurate particle
counting possible regardless of changes in brightness and
color by specifying background region as preprocessing
and creating an exemplary background for each image,
successfully reducing variation in extraction for each im-
age.
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Fig. 6. Example of extracted particles.

Fig. 7. Particle image histogram.

Fig. 8. Asbestos image histogram.

6. Asbestos Classification

We now classify extracted particles, as shown in Fig. 6,
into asbestos crystals and general particles and count
them. Operators use dispersion staining in general to
highlight asbestos crystals and count them. In the same
way as operators, we use dispersion staining to classify
asbestos crystals and particles.

In dispersion staining, particle locations in an image are
displaced if polarization changes, so only a simple com-
parison of images before and after polarization is changed
cannot extract asbestos crystals. If particles are extracted
from images before and after polarization is changed, it
becomes very difficult to associate them, and displace-
ment direction and size depend on images. We extract
particles from image A, as a standard, by particle extrac-
tion and clip regions having the same coordinates as those
of extracted regions from image B, in which polarization
has been changed. We verify only the change in color by
preparing extracted images of the same size, then compare
histograms of images extracted from images A and B to
classify asbestos crystal and particle images as shown in
Figs. 7 and 8. These histograms differ slightly for images
A and B. Histograms of asbestos crystal images, in con-
trast, exhibit great differences between images A and B,
and we classify them by calculating and comparing means
of their RGB pixels. Assuming that an RGB pixel is a 3D
vector, we classify them by images A and B neighborhood
degree, determined by calculating the angle formed by

Fig. 9. RGB pixel differences.

Fig. 10. Asbestos imaging classification. White rectangle:
asbestos; green rectangle: particles and air bubble.

vectors of images A and B before classification as shown
in Fig. 9, thus achieving robust classification less suscep-
tible to brightness and calculating individual angles as fol-
lows:

Angle =

cos−1
( (Average of image : A)• (Average of image : B)√

(Average of image : A)2(Average of image : B)2

)
(1)

Asbestos crystals are actually classified as follows:

I. Prepare microscope images.

II. Extract particles.

III. Extract from image B the same region as the particle
region extracted from image A.

IV. Remove particles less than 20 pixels in size.

V. Calculate means of RGB pixels of images A and B.

VI. Calculate the angle formed by RGB vectors assum-
ing that RGB pixel values determined in V. are vec-
tors.

VII. Classify them into asbestos crystals and other parti-
cles by threshold processing based on the calculated
angle shown in Fig. 10.

We applied classification and conducted experiments
on asbestos crystals, using 50 microscopic images of
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Table 2. Asbestos experiment classification results.

Particle : 2423
Correct classification 2383 (98.3%)
False classification 40 (1.7%)

Asbestos : 136
Correct classification 116 (85.3%)
False classification 20 (14.7%)

Oversight of the asbestos crystal in particle extraction processing： 5

Fig. 11. Example of bubble images.

Fig. 12. Example of particle images.

Amosite, a type of asbestos. An expert operator oper-
ated counting in advance, and we compared counting re-
sults to our results to verify the accuracy of the proposed
method. Images contain 2,423 particles extracted by the
expert operator, among which 136 were recognized as as-
bestos crystals by the operator. In results for the pro-
posed method, 116 asbestos crystals were discriminated
correctly, 40 particles recognized incorrectly as asbestos,
and 20 asbestos crystals falsely recognized as other par-
ticles. Five asbestos crystals were left out in the particle
extraction stage as shown in Table 2. This example eval-
uates classification accuracy, so the five particles left out
in preprocessing are excluded from results in the table.

7. Bubble Classification

Particle images extracted by particle extraction contain
bubble images as shown in Figs. 11 and 12. In parti-
cle counting, the operator recognizes bubbles and counts
them out, so highly accurate particle counting requires
classifying bubble images from general particles. We pro-
pose automatically classifying bubbles separately from
extracted particle images.

A. Bubble Classification Using Shape
Using bubble shape, since bubbles generally vary in

color, shape, and size, we classify them focusing on con-
centric shape – one factor operators use in recognizing
bubbles. To extract concentric shape, we use vertical and
horizontal Sobel filters to enhance edges and create binary
feature images from which noise is removed by expansion
and contraction as shown in Figs. 13 and 14.

Fig. 13. Bubble images after edge extraction.

Fig. 14. Example of particle images.

Fig. 15. HLAC features.

B. Higher-Order Local Autocorrelation Features
To classify these created feature images, we use the

Higher-order Local Autocorrelation (HLAC) [12] – basic
image features effective in image recognition and mea-
surement and providing location invariance, i.e., features
are invariant for target location, and additivity, i.e., all fea-
tures are the sum of target features, and model-free, i.e.,
no target model is assumed [13]. These features are ap-
propriate for classifying bubble images not having a defi-
nite shape.

Otsu et al. proposed HLAC features having a feature
quantity obtained by extending an autocorrelation func-
tion to a higher order and applying it to an image. They
integrated features obtained with multivariate data analy-
sis and proposed image measurement and recognition to
extract more effective features. Autocorrelation extension
is called a higher-order autocorrelation feature. Assuming
that target image brightness at reference point r is I(r), the
N-th autocorrelation function is defined as follows:

x(a1, . . . ,aN) =

∫
I(r)I(r+a1) . . . I(r+aN)dr (2)

for N displacements (a1, . . . ,aN) around the reference
point. Numerous higher-order autocorrelation functions
can be assumed based on degree N and displacement di-
rection (a1, . . . ,aN), so we limit degree N to 2. In an im-
age, a correlation between neighboring points is usually
more important than that between separated points, so we
limit the displacement direction to a 3×3 region. The 25
features obtained by a local pattern, as shown in Fig. 15,
are called HLAC features. We conduct classification us-
ing HLAC features obtained by binary bubble images.

Using 75 bubble images and 3,381 particle images, we
conducted extraction using HLAC features. The distri-
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Fig. 16. Particle and air bubble distribution.

bution of 25-dimensional features for each image in fea-
ture space is shown in Fig. 16. For visualization, 25-
dimensional feature space was compressed into two di-
mensions using principal component analysis. The green
triangle is a particle and the blue circle a bubble, show-
ing that particles and bubbles tend to be distributed differ-
ently, so HLAC features are considered effective in clas-
sification using an appropriate classification method.

C. Support Vector Machine (SVM)
HLAC features from each image are basic general fea-

tures independent of the recognition target. Information
required to recognize a whole is considered extracted. We
use HLAC features as learning data to classify extracted
25-dimensional features into classes – bubbles or general
particles. We conduct classification using a Support Vec-
tor Machine (SVM), commonly used to recognize targets
with high degrees of freedom such as scenes and land-
scapes [14].

Numerous classification hyperplanes separate two
classes in linear discriminants. The SVM introduces a
discrimination using a margin concept. When linear sep-
aration is difficult, separation is made possible by map-
ping learning data onto higher-order space. The SVM al-
gorithm uses only the inner product between feature vec-
tors, so a nonlinear discrimination function is constructed
using a kernel trick replacing the inner product with any
kernel function, i.e., in this paper, a polynomial kernel,
empirically determining each parameter. The image is
70×70 pixels.

D. Classification Experiments
We conducted classification experiments to verify the

feasibility of bubble classification, preparing 75 bubble
images and 3,381 particle images actually extracted from
microscope images, from which we used 30 bubble im-
ages and 50 particle images selected randomly as images
for the teacher and remaining 45 bubble images and 3331
particle images as images for testing. Classification re-
sulted in a high success of 95.6% in correct classification
for bubbles and of 97.5 for particles, as shown in Table 3.

Table 3. Air bubble classification experiment results.

Particle : 3331
Correct classification 3248 (97.5%)
False classification 83 (2.5%)

Air Bubble:45
Correct classification 43 (95.6%)
False classification 22 (4.4%)

8. Conclusions

To support qualitative asbestos particle analysis, we
have enabled operators to conduct visual analysis us-
ing image processing using particle extraction, asbestos
classification, and bubble classification. Particle extrac-
tion enabled highly accurate background-based extrac-
tion. Asbestos classification was achieved using changes
in asbestos crystal color, which is a feature of dispersion
staining. Bubbles and general particles were classified us-
ing bubble shape and HLAC features and an SVM. Our
study’s eventual objective is to develop a robot supporting
qualitative asbestos analysis – a socially significant goal.
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