Abstract

Map information is important for path planning and self-localization when mobile robots accomplish autonomous tasks. In unknown environments, they should generate environment maps by themselves. An omnidirectional camera is effective for environment measurement, because it has a wide field of view. There are binocular stereo and motion stereo in traditional methods for measurement by omnidirectional camera. However, each method has advantages and disadvantages. In this paper, we aim to improve measurement accuracy by integrating binocular stereo and motion stereo using two omnidirectional cameras installed on a mobile robot. In addition, stereo matching accuracy is improved by considering omnidirectional image distortion. Experimental results show the effectiveness of our proposed method.

1. Introduction

In recent years, it is expected to introduce autonomous mobile robots in various environments with robot technology development. There are disaster sites, the nuclear reactor inside, and so on, in these environments. They are often unknown environments. Therefore, mobile robots should measure the environments to generate the maps by themselves.

3D measurement using image data makes it possible to generate environment maps [1]. However, an image acquired by a conventional camera has a limited field of view. To solve this problem, cameras with a wide field of view have been developed.

Cameras with a wide field of view include an omnidirectional camera using a hyperboloid mirror [2, 3]. Taking account of installation on a mobile robot, an omnidirectional camera is suitable because it can get a surrounding view image at once. Gluckman [4] showed that an omnidirectional camera is effective for environment measurement. Therefore, we use omnidirectional cameras (Fig. 1(a)) for environmental measurement. The omnidirectional camera is equipped with a hyperboloid mirror. There are binocular stereo [5, 6] and motion stereo [7] for measurement by using omnidirectional camera.
The measurement accuracy by binocular stereo depends on the baseline length. The longer the baseline length compared with distance to a measurement object is, the higher the accuracy is. However, the measurement accuracy of the method is limited because the baseline length cannot be made longer than the robot size. Therefore, the method can measure with high accuracy only near the robot (Fig. 2).

Motion stereo using a pair of images taken with a single camera at different observation points is equivalent to binocular stereo vision. This method can make the baseline length longer without restriction of the robot size. Therefore, objects far from the robot can be measured with higher accuracy than by binocular stereo. It is necessary to estimate camera motions (the relative relations of camera positions and orientations) in this method. The structure from motion (SFM) that is a kind of motion stereo estimates camera motions, and then measures objects [8].

However, the SFM is difficult to measure objects existing in baseline direction with high accuracy (Fig. 3). In addition, the scale is unknown by using SFM-based approaches.

Then, we aim to improve measurement accuracy by using two omnidirectional cameras installed on a mobile robot. In addition, stereo matching accuracy is improved by considering omnidirectional image distortion.

\[
\mathbf{r} = \begin{bmatrix} su \\ sv \\ sf - 2c \end{bmatrix},
\]

\[
s = \frac{a^2\left(f\sqrt{a^2 + b^2} + b\sqrt{a^2 + v^2 + f^2}\right)}{a^2f^2 - b^2(a^2 + v^2)},
\]

where \(a\), \(b\) and \(c\) are hyperboloid parameters and \(f\) is the focal length of the lens, respectively.

2. Outline

The process of our method is shown in Fig. 4. First, the mobile robot equipped with two omnidirectional cameras acquires an omnidirectional image sequence during its locomotion. Next, by using omnidirectional images, binocular stereo measurement and motion stereo measurement are executed. Finally, both measurement results are integrated to obtain high measurement accuracy.

Two omnidirectional cameras are installed parallel on the mobile robot. The baseline direction is decided perpendicular to the movement direction (Fig. 5).

3. Ray Vector Calculation

The coordinate system of our omnidirectional camera is shown in Fig. 6. The omnidirectional camera has a hyperboloid mirror in front of the lens of a conventional camera. A ray heading to image coordinates \((u, v)\) from the camera lens is reflected on the hyperboloid mirror. In this paper, the reflected vector is called a ray vector. The extension lines of all ray vectors intersect at the focus of the hyperboloid mirror. The ray vector is calculated by the following equations.
Figure 6. The coordinate system of the omnidirectional camera. A ray vector is defined as a unit vector which starts from the focus of a hyperboloid mirror.

4. Binocular Stereo Measurement

4.1. Epipolar Constraint

It is necessary to detect corresponding points between two images in stereo measurement. Then, in our method, we use template matching for searching corresponding points. We use epipolar constraint for template matching because the search range can be limited on the epipolar line. The epipolar line is obtained by projecting the ray vector calculated from a point in the image onto the other image (Fig. 7).

4.2. Corresponding Point Acquisition

The omnidirectional image distortion and the projection distortion disturb corresponding point acquisition. The perspective projection conversion is used to solve this problem. The omnidirectional camera with a hyperboloid mirror can convert the omnidirectional image to the perspective projection image (Fig. 8). The perspective projection image is generated by projecting the omnidirectional image to the projection plane in the 3D space.

Calculation of the projection plane is important for decreasing various distortion. When the projection plane

\[
\begin{align*}
X^2 + Y^2 &= \frac{\alpha^2}{\beta^2} - 1 \\
(\alpha, \beta) &= (a^2 - b^2) \\
Z &= c \cdot (x, y)
\end{align*}
\]

Figure 7. The epipolar line of the omnidirectional image. The epipolar line is obtained by projecting the ray vector.

Figure 8. The image is obtained by perspective transformation. (a) Omnidirectional image. (b) Perspective image.

Figure 9. Projective distortion. The upper perspective image have projective distortion. The lower one does not have projective distortion.

Figure 10. Detecting of corresponding point by comparing dissimilarity measures. The dissimilarity measure is calculated by SAD.

leans, the projection distortion arises to the perspective projection image (Fig. 9). The dissimilarity measure becomes small if the distortion is small when the feature quantity is compared. Therefore, we search for the center position and the gradient of the projection plane that minimizes dissimilarity measures as follows. Corresponding points are acquired from the perspective projection image calculated based on the center position and the gradient.

Let \( \mathbf{d} \) be the center position of the projection plane and \( s_x \) and \( s_y \) be the axes of the projection plane.

At first, the method calculates \( \mathbf{d} \). As the first step, our
method acquires images taken with right and left cameras. Then, feature points are extracted from the left image. Ray vector $r_1$ is calculated from these feature points. The epipolar line in the right image is calculated from $r_1$ and the position relationship between the left and right cameras. $d$ is given by searching along the epipolar line of the $r_1$ in the right image (Fig. 10).

In the next step, the ray vector $r_2$ that passes each point on the epipolar line is calculated. The candidate point of $d$ is calculated as a cross point of $r_1$ and each $r_2$.

In the third step, the projection plane is generated centering on each $d$. An omnidirectional image is enlarged on the projection plane. And the projection plane is projected to the image plane.

After these steps, the right image and the left image are converted to the perspective projection image at each candidate point of $d$. By comparing dissimilarity measures between these images, $d$ which minimizes dissimilarity measure is decided. The dissimilarity measure is calculated by SAD (Sum of Absolute Difference).

Then, $s_x$ and $s_y$ are rotated at the position of $d$. Feature quantity is compared while rotating $s_x$ and $s_y$. At last, corresponding points which are regarded as the same point in 3D space can be obtained.

### 4.3. 3D Measurement

Each ray vector is calculated from corresponding points of two images. Measurement points are obtained as the cross point of each ray vector.

### 5. Motion Stereo Measurement

#### 5.1. Point Tracking

For getting correspondent points between images in the omnidirectional image sequence, the method extracts feature points in the initial image and then tracks them along the sequence. In our method, we use the Lucas Kanade tracker algorithm [9] with image pyramid representation [10]. These points are regarded as corresponding points between two images taken before and after the robot movement.

When the baseline direction is decided perpendicular to the movement direction, the other camera appears in the field of view. This might cause error in camera motion estimation. Therefore, in our method, the area where the other camera appears is excluded from each image.

#### 5.2. Camera Motion Estimation

The ray vector is calculated from feature points in before and after images as follows.

$$
\mathbf{r}_i = [x_i, y_i, z_i]^T, \quad \mathbf{r}_i' = [x_i', y_i', z_i']^T.
$$

Then, the essential matrix $E$ that describes camera positions and orientations is calculated. $E$ is expressed by Eq. (4), and Eq. (5) is obtained from Eq. (4).

$$
\mathbf{r}_i^T E \mathbf{r}_1 = 0, \quad (4)
$$

$$
\mathbf{u}_i^T \mathbf{e}_i = 0, \quad (5)
$$

where $\mathbf{u}_i$ and $\mathbf{e}$ are expressed by the following equations (Eqs. (6) and (7)).

$$
\mathbf{u}_i = [x', x'_1, y'_1, z'_1, x'_2, y'_2, z'_2, x'_3, y'_3, z'_3]^T, \quad (6)
$$

$$
\mathbf{e} = [e_{11}, e_{12}, e_{13}, e_{21}, e_{22}, e_{23}, e_{31}, e_{32}, e_{33}]^T. \quad (7)
$$

Then, $E$ is calculated by Eq. (8).

$$
\min_{\mathbf{B}} ||\mathbf{Br}||^2, \quad (8)
$$

$$
\mathbf{B} = [\mathbf{u}_1, \mathbf{u}_2, \ldots, \mathbf{u}_n]^T, \quad (9)
$$

where $n$ is the number of feature points. $E$ is expressed by Eq. (11) which is a product of a rotation matrix $\mathbf{R}$ and a translation vector $\mathbf{t} = [t_x, t_y, t_z]^T$ [11].

$$
\mathbf{E} = \mathbf{TR}, \quad (10)
$$

$$
\mathbf{T} = \begin{pmatrix}
0 & -t_z & t_y \\
-t_z & 0 & -t_x \\
t_y & t_x & 0
\end{pmatrix}. \quad (11)
$$

#### 5.3. 3D Measurement

Each ray vector is calculated from corresponding points of before and after images. The measurement point is obtained as the cross point of each ray vector.

The motion stereo method cannot determine the distance $|t|$ between two observation points because the method
which uses only images for the input does not get scale information. In our method, the 3D coordinates of the feature point measured by the binocular stereo method has scale information. Therefore, we use the measurement result by the binocular method for scale matching.

We measure the 3D coordinates of a point $p_i$ by the motion stereo method. The 3D coordinates of the same point $p'_i$ are measured by the binocular stereo method (Fig. 11). The scale $m$ is calculated by Eq. (12).

$$m p_i = p'_i, \quad (12)$$

Other motion stereo measurement data are scaled by the scale factor $m$.

### 6. Measurement Data Integration

The measurement accuracy will be low if an object is close to the baseline direction or far from the camera. Therefore, the measurement data is a mixture of high and low accuracy. Then we remove the measurement data of low accuracy by taking the differentiation of measurement result $p_i$ by the image coordinates of the two feature points $[u_{m,i}, v_{m,i}]^T$ and $[u'_{m,i}, v'_{m,i}]^T$ as the evaluation of the measurement accuracy. Measurement results satisfying Eq. (17) are regarded as good results, where $h$ is a threshold.

$$g_i = [g_{x,i}, g_{y,i}, g_{z,i}]^T, \quad (13)$$

$$g_{x,i} = \left| \frac{\partial p_1}{\partial x_{1,i}} \frac{\partial x_{1,i}}{\partial u_{1,i}} + \frac{\partial p_1}{\partial x_{1,i}} \frac{\partial x_{1,i}}{\partial v_{1,i}} + \frac{\partial p_1}{\partial x_{2,i}} \frac{\partial x_{2,i}}{\partial u_{2,i}} + \frac{\partial p_1}{\partial x_{2,i}} \frac{\partial x_{2,i}}{\partial v_{2,i}} \right|, \quad (14)$$

$$g_{y,i} = \left| \frac{\partial p_1}{\partial y_{1,i}} \frac{\partial y_{1,i}}{\partial u_{1,i}} + \frac{\partial p_1}{\partial y_{1,i}} \frac{\partial y_{1,i}}{\partial v_{1,i}} + \frac{\partial p_1}{\partial y_{2,i}} \frac{\partial y_{2,i}}{\partial u_{2,i}} + \frac{\partial p_1}{\partial y_{2,i}} \frac{\partial y_{2,i}}{\partial v_{2,i}} \right|, \quad (15)$$

$$g_{z,i} = \left| \frac{\partial p_1}{\partial z_{1,i}} \frac{\partial z_{1,i}}{\partial u_{1,i}} + \frac{\partial p_1}{\partial z_{1,i}} \frac{\partial z_{1,i}}{\partial v_{1,i}} + \frac{\partial p_1}{\partial z_{2,i}} \frac{\partial z_{2,i}}{\partial u_{2,i}} + \frac{\partial p_1}{\partial z_{2,i}} \frac{\partial z_{2,i}}{\partial v_{2,i}} \right|, \quad (16)$$

$$\|g_i\| < h. \quad (17)$$

Therefore, binocular stereo and motion stereo measurement results are integrated with high accuracy.

### 7. Experiments

We used two omnidirectional cameras installed on the mobile robot (Fig. 12). The baseline length is 360 mm. The image size is 1920×1080 pixels.

Figure 12. The mobile robot equipped with two omnidirectional cameras.

Figure 13. Feature points extracted by KLT algorithm.

Figure 14. Corresponding points obtained by template matching. (a) With perspective transformation. (b) With panoramic extension.

#### 7.1. Experiment for Matching Comparison

We compared the binocular stereo matching with perspective transformation and matching with panoramic expansion. The distance between the omnidirectional camera and the measurement object is 1m. We used 50 feature points extracted by the Lucas Kanade tracker algorithm (Fig. 13). Figure 14 shows corresponding points obtained by each method. Mismatching points are 11 points by using a panoramic image. Mismatching points are 4 points by the proposed method. Figure 15 shows a histogram of matching score. The vertical axis is the number of corresponding points and the horizontal axis is the similarity. From those results, the proposed method using perspective transformation is possible to obtain corresponding points with high accuracy.

#### 7.2. Measurement Experiment

In the experiment, we measured an indoor environment (Fig. 16). We acquired omnidirectional images (Fig. 17) by using the mobile robot. The top view of the measurement data by binocular stereo is shown in Fig. 18. The red marks show the measurement data. The blue marks show the camera position. The measurement data has error because of including error by camera calibration. The top view of the measurement data by motion stereo is shown Fig. 19. The yellow marks show the measurement data. The green marks
The number of corresponding points. The horizontal axis is the similarity.

Figure 16. Experimental environment.

Figure 17. Omnidirectional stereo image pair are acquired by using mobile robot. (a) Left image. (b) Right image.

Figure 18. Measurement data by binocular stereo. The red marks show the measurement data. The blue marks show the camera position.

Figure 19. Measurement data by motion stereo. The yellow marks show the measurement data. The green marks show the camera position. (a) Left camera. (b) Right camera.

Table 1. Standard deviation from the least squares plane.

<table>
<thead>
<tr>
<th>Plane</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plane1</td>
<td>9.09mm</td>
</tr>
<tr>
<td>Plane2</td>
<td>17.21mm</td>
</tr>
</tbody>
</table>

8. Conclusions

In this paper, we propose a three-dimensional measurement method using binocular stereo together with motion stereo by two omnidirectional cameras installed on a mobile robot. Experimental results showed the effectiveness of the proposed method.

As future works, the camera internal parameters should be estimated accurately to improve the measurement accuracy and the processing time. Many points should be used in scale matching to improve the measurement accuracy.
Table 2. Processing times.

<table>
<thead>
<tr>
<th>Measurement method</th>
<th>Processing time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binocular stereo</td>
<td>80.78sec</td>
</tr>
<tr>
<td>Motion stereo</td>
<td>62.23sec</td>
</tr>
</tbody>
</table>
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