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Abstract. In this paper, we propose a method for a mobile robot to avoid 
obstacles in its environment using an omni-directional camera. The method 
makes an environment map consisting of 3D edge points obtained from omni-
directional camera images and estimates the locations of planes by analysing 
these 3D edge points so that the robot can avoid walls as obstacles. The method 
has the advantage that it can generate a 3D map in environments constructed by 
textureless planes. Experimental results show the effectiveness of the proposed 
method. 

Keywords: navigation, environment recognition, omni-directional camera. 

1 Introduction 

Localization and path planning are indispensable functions for an autonomous mobile 
robot. Since the robot does not have an environment map in unknown environment, 
the robot needs to generate a map by itself by measuring surrounding environment. In 
addition to map generation, path planning, movement, and localization are needed for 
the robot to generate the environment map over a wide area. Therefore, in order for 
the robot to work in unknown environment, the function of generating a map while 
autonomously navigating is required. 

As a sensor for environment measurement in map generation, an omni-directional 
camera is sometimes used (Fig. 1(a)). An omni-directional camera is suitable for 
environment measurement [1], because the acquired image has a panoramic field of 
view (Fig. 1(b)). 

There are methods for map generation and path planning in unknown environment 
of a mobile robot equipped with an omni-directional camera [2-4]. If we use multiple 
sensors for measurement, measurement result is more accurate and denser than using 
only an omni-directional camera. Then the robot can avoid the surface of a wall and 
obstacles, and it can run autonomously in unknown environment. However, this 
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method needs other sensors in addition to a camera. Therefore this method has 
disadvantages in terms of cost and weight. If the robot can work in unknown 
environment using only an omni-directional camera, there are significant benefits in 
terms of cost and weight compared with using other sensors such as laser scanner, 
ultrasound sensor, etc. 

Methods for generating map and path planning using a single omni-directional 
camera have been already proposed. However, generating a map in an environment 
with few textures is difficult by use of only a single omni-directional camera. Thus 
running in such environment is difficult for the robot. Therefore in [5][6], operation of 
robot is manual. 

As a method for reconstructing an environment map denoted by a set of dense 
points, reference [7] is proposed. This method generates planes consistently fitting to 
3-D edge points reconstructed from the image edge points. However, in [7], obstacle 
avoidance of robot using the result of plane reconstruction is not mentioned. 

Therefore, in this paper, we propose a method for avoiding obstacles in an 
environment which has few feature points. The proposed method reconstructs planes 
from a 3-D map generated by tracking the edge points in omni-directional image 
sequences. By interpolating the area which has few feature points, a dense 3-D map 
can be generated in environment with few textures. Since our method generates a 
dense 3-D map, the robot can run without a map generated beforehand. 

 

 

Fig. 1. Omnidirectional camera and acquired image 

2 Process Outline 

In the proposed method, we use a mobile robot equipped with an omni-directional 
camera as shown in Fig. 1(a). The camera attaches a hyperboloid mirror in front of its 
lens. An acquired image is shown in Fig. 1(b). Internal parameters of camera and 
distortion of lens are determined in advance. 

Figure 2 describes an overview of the method for 3-D measurement. An omni-
directional camera is mounted on the mobile robot. The robot moves constantly and 
captures omni-directional images simultaneously. When the robot moves along a 
fixed distance, it stops capturing images. Then the robot carries out the camera motion 
estimation and 3-D measurement.  

              
 (a) Omnidirectional camera.        (b) Acquired image.
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Next, the robot reconstructs planes around itself from the result of 3-D 
measurement. From the result of plane estimation, the robot determines the direction 
which has no plane from its view point. The robot turns to the determined direction, 
and resumes moving and capturing images. 

By repeating the above behavior, the robot can move autonomously and generates 
an environment map. 

 

 

Fig. 2. Procedure of our proposed method 

3 3-D Measurement  

Our method of 3-D measurement is based on reference[8]. In this paper, the camera 
motion is estimated based on the 8 point algorithm which uses correspondence 
relationship between the tracked feature points. We use the Lucas Kanade tracker 
algorithm for tracking feature points [9]. Simultaneously, the method of RANSAC 
(RANdom SAmple Consensus) [10] is applied to remove outliers. Finally, the 
reprojection errors are minimized by using bundle adjustment[11]. 

We employ a 3-D measurement method using estimated camera motion[12]. This 
method measures edge points which are tracked through the image sequences. Edge 
points are obtained from the captured image by the Canny edge detector [13]. 

3.1 Camera Motion Estimation 

An omni-directional camera we use has a hyperboloid mirror in front of the camera 
lens. A ray vector r = [x, y, z]T is defined as a unit vector heading to the reflection 
point on the mirror surface from the focus of the hyperboloid mirror as shown in  
Fig. 3. A ray vector r is calculated by Eq. (1) from image coordinates [u, v]T.  
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Here, s is defined as Eq. (2). In Eq. (2), a, b and c are the hyperboloid parameters and 
f is the focal length of the lens. 

The proposed method calculates a ray vector of image coordinates [u, v]T at the 
arbitrary viewpoint.  

Matrix E which satisfies Eq. (3) is called an essential matrix. 

where ray vectors [ ] [ ]TTTT ,,,,, iiiiiiii zyxzyx ′′′=′= rr are those of the corresponding 

point in two images, respectively. By decomposing E into translational element and 
rotational element, camera motion is estimated. 
 

 

Fig. 3. Calculation of ray vector 

3.2 Outlier Rejection 

Not all feature points tracked in the image sequence correspond satisfactorily due to 
image noise, etc. Mistracked feature points should be rejected, by using the RANSAC 
(RANdom SAmple Consensus) algorithm [10]. 

In reference [8], determining essential matrix Eis repeated for a predetermined 
number of times, then we choose the case with the maximum number of feature points 
satisfying Eq. (4), and calculate essential matrix E again using remaining feature 
points. 

where q is a given threshold. 
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3.3 Decision of Feature Point Number 

In [8], the optimum number of feature points to use in measurement is automatically 
decided by defining it as the number of feature points including the maximum number 
of outliers in a range in which camera movement is still estimated precisely enough. 
From the above, Eq. (5) and (6) are given as follows: 

where iO  is the number of outliers and i is the number of extracted feature points. 

Equation (5) represents the slope of the straight line calculated by the least squares 
method, so ( )kζ  shows the increase in the number of outliers when the number of 

the extracted feature points changes from k  to ( )k+ω . ( )kζ  is calculated stably 

by setting ω  appropriately. In Eq. (6), t is a given threshold. The largest value of k  
which satisfies Eq. (6) is determined as the optimal number of extraction to camera 
motion estimation. 

4 Plane Reconstruction 

We employ the method in [7] for reconstructing planes. In [7], planes fitting to edge 
points are reconstructed if they satisfy visibility constraints. 

A triangle is generated by choosing arbitrary combination of three edge points. The 
planes which satisfy visibility constraint and fitting to edge points are chosen as 
correctly estimated planes. Visibility constraint is as follows. 

 

 

Fig. 4. Visibility constraint 
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If an estimated plane exists in real environment, objects behind the plane are 
invisible. Contrarily, if there exists an object visible through an estimated plane, the 
plane is determined as a plane which is inconsistent with the real environment (Fig. 4). 
This plane is said to offence visibility constraint. Estimated planes which are 
inconsistent with the real environment are excluded by applying visibility constraint.  

5 Obstacle Avoidance 

When the robot finishes plane reconstruction, it determines the direction which has no 
plane from its view point. In this paper, the area which has no plane is called an 
empty area. The robot runs toward the center of an empty area. 

Since the purpose of our method is determining an advancing direction of the robot, 
it is enough to search for empty areas on the horizontal 2-D plane where the height of 
point is not considered. A plane outputted in the 3-D map is a triangle whose sides 
consist of edge points. Many edge points are on each side in the 3-D map, and a 
straight line segment consisting of these edge points appear in the 2-D map (Fig. 5). 

To detect empty areas, our method draw lines each of which connects the present 
point of the robot to each edge point in the 2-D map. Then it determines an area 
containing two adjacent lines as an empty area if the angle between the lines exceeds 
a threshold (Fig. 6). Because the method uses the result of plane reconstruction 
instead of 3-D measurement point data which sometimes include outliers, robust 
empty area detection is realized. 

 

Fig. 5. Estimated plane 
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Fig. 6. Detection of empty areas 

If there are several directions of empty area, the direction closest to the current 
direction is chosen as a new direction (Fig. 7). By considering a new direction every 
time the robot stops at a fixed distance, the robot can generate a map of unknown 
environment while avoiding obstacles. 

 

 

Fig. 7. Selection of a new direction from candidates 

6 Experiment 

An experiment was carried out at a corridor (Fig. 8(a)). A mobile robot equipped with 
omni-directional camera for the experiment is shown in Fig. 8(b). The robot had a 
single omni-directional camera. The robot had two types of behavioral patterns, 
advance and rotation. Rotation was only used for change of direction when the robot 
detects obstacles existing in the forward direction.  

A result of 3-D measurement in experimental environment is shown in Fig. 9(a), 
10(a) and11(a). In these figures, the initial position of the robot is drawn as a triangle. A 
rectangle connected to the triangle by a line is the position of the robot after moving. 
The points existing around the triangle and the rectangle are measured edge points. 
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When we compare the experimental environment (Fig. 8(a)) with the experimental 
result (Fig. 9(a), 10(a) and 11(a)), the latter reconstructs only a part of the real 
environment. 

The result of plane reconstruction using the result of 3-D measurement is shown in 
Fig. 9(b), 10(b) and 11(b). In these figures, the new direction of the robot determined 
from the result of plane reconstruction is represented by an arrow. Each plane is 
represented by 3 sides which are drawn by points in yellow. 

From the result of plane reconstruction, a dense 3-D map is obtained. The viewing 
angle in Fig. 11(b) is almost same with that of Fig. 8(a). Reconstructed planes are in 
position of the plane in real environment. Since a dense 3-D map was obtained, the 
robot turned to the direction which had no plane. Herewith, the robot autonomously 
generated the map and avoided the wall while moving. 

 

 

 
           (a) Experimental environment.           (b) Mobile robot. 

Fig. 8. Experimental environment and mobile robot 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9. Bird’s eye view of a result of 3-D measurement and plane estimation 

(a) Result of 3-D measurement. (b) Result of plane estimation. 
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Fig. 10. Top view of a result of 3-D measurement and plane estimation 

 

Fig. 11. Side view of a result of 3-D measurement and plane estimation 

7 Conclusion 

In this paper, we proposed a method of avoiding obstacles for a mobile robot 
equipped with omni-directional camera. The proposed method makes the robot 
possible to autonomously move in unknown environment with few textures. 

As future works, navigation in dynamic environment, and avoiding obstacles 
consisting of not only planes should be studied. 

 
Acknowledgements. This work was in part supported by MEXT KAKENHI, Grant-
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(a) Result of 3-D measurement. (b) Result of plane estimation. 

(b) Result of plane estimation. (a) Result of 3-D measurement. 
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