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Online Half Diminished-Reality Imaging Using Multiple RGB-D Sensors for Remote Control Robot

Hiromitsu FUJII, Kazuya SUGIMOTO, Atsushi YAMASHITA and Hajime ASAMA

This paper presents a methodology to compose half-diminished reality images for operating remote control robots. At

sites for disaster response, robots are desired to achieve various tasks. However, operators have problems concerned

with camera images shown to them for controlling robots. For example, operators have to understand the environment

by comparing many display images from multiple cameras, because the robot arm itself occludes target work objects

in main camera image. Half-Diminished Reality technique is used for seeing through foreground objects and viewing

occluded backgrounds. We have applied the technique to remote operating. In this paper, a fast algorithm to estimate the

background image is proposed. Furthermore, an online half-diminished viewing system for remote control is constructed.

In the experiment, we confirmed the validity of proposed method with three RGB-D sensors and a robot arm: The proposed

method could display online half-diminished reality images to the operator to see through the target work objects occluded

by the robot arm.
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Fig. 1 Schematic view of general teleoperation work: A serious problem is that

the robot itself hides target work objects from camera image
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Fig. 2 RGB-D sensor arrangement and camera images obtained from each sen-

sor
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Fig. 3 Processing flow of proposed method: processing flow to compose half-

diminished image from output of three RGB-D sensors
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Fig. 4 Calculation of occluding area from center image
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Fig. 5 Schematic view of dead area againt each sensor
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Fig. 6 Schematic view of difference in evaluation value J(m) between non-dead

point and dead point
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Fig. 7 Schematic view of RGB-D sensor arrangement and camera images ob-

tained from each sensor
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Fig. 10 A result of half-diminished reality imaging (α=0.5)
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Fig. 11 Orbit of robot motion imitating digging work
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Fig. 12 Online composing results of half-diminished imaging during a digging motion (α = 0.5)



0

20

40

60

80

100

0 5.0 10.0 15.0 20.0 25.0 30.0

Time sec

C
o

m
p

o
n

en
t 

ra
ti

o
 o

f 
co

m
p

o
si

n
g

 p
ix

el
s 

%

 Left image

 Right image

 Past image

Fig. 13 Component ratio change of pixels composing background area

Table 1 Statistics of composing pixels from each sensor: The number of frames

with occlusion by arm was 998

Left image Right image Past image

Average ratio 51.3% 41.0% 7.7%

Maximum ratio 93.0% 66.7% 22.2%

Minimum ratio 28.6% 5.5% 0.0%
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Fig. 14 Processing time for search of background area
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