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In this paper, we propose a visualization system for the
teleoperation of excavation works using a hydraulic
excavator. An arbitrary viewpoint visualization sys-
tem is a visualization system that enables teleoperators
to observe the environment around a machine by com-
bining multiple camera images. However, when ap-
plied to machines with arms (such as hydraulic exca-
vators), a part of the field of view is shielded by the im-
age of the excavator’s arm; hence, an occlusion occurs
behind the arm. Furthermore, it is difficult for teleop-
erators to understand the three-dimensional (3D) con-
dition of the excavating point because the current sys-
tem approximates the surrounding environment with
a predetermined shape. To solve these problems, we
propose two methods: (1) a method to reduce the oc-
cluded region and expand the field of view, and (2) a
method to measure and integrate the 3D information
of the excavating point to the image. In addition, we
conduct experiments using a real hydraulic excavator,
and we demonstrate that an image with sufficient ac-
curacy can be presented in real-time.

Keywords: arbitrary viewpoint image, visualization,
fish-eye camera, hydraulic excavator, teleoperation

1. Introduction

It is essential to recover expeditiously from frequently
occurring natural disasters, such as earthquakes and vol-
canic eruptions. However, the environment close to disas-
ter sites is often dangerous, and it is important to ensure
the safety of workers on disaster sites. Accordingly, it is
expected that recovery work is performed by the teleop-
eration of mobile robots and construction machines from
safe areas[1,2]. Generally, during teleoperation, the op-
erator operates machines while watching a real-time im-
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age of real environments taken by a camera. However,
the real-time image taken by a simple camera has a nar-
row field of view and an occlusion. Consequently, the
work efficiency of the teleoperation process is decreased
compared to onboard operation. Therefore, it is impor-
tant to improve the image presented to the teleoperator to
enhance operability[3].

In this study, we focused on excavation work using a
hydraulic excavator. During the excavation work, the im-
age of the area around the machine body must be pre-
sented for the teleoperator to confirm that safety proto-
cols are satisfied during movement or turning. Further-
more, the image of the excavating point near the bucket
also has to be presented. One of the methods employed
to solve such problems is the arbitrary viewpoint visual-
ization system [4—6], which allows teleoperators to watch
a robot or construction machine from a freely configured
third-person perspective. The system is composed of mul-
tiple fish-eye cameras that are installed to capture the sur-
rounding environment, as shown in Fig. 1. The fish-eye
cameras have a wide-angle field of view, and can take im-
ages in all directions with a small number of cameras. By
projecting images taken by multiple fish-eye cameras onto
a dome-shaped model that assumes the surrounding envi-
ronment, it is possible to view a 360 ° omnidirectional
image of the environment on a single screen, as shown in
Fig. 2.

However, there are two problems when the arbitrary
viewpoint visualization system is applied to the excava-
tion work with a hydraulic excavator. First, the surround-
ing environment is shielded by the excavator’s arm, mean-
ing the rear section of the arm becomes an occlusion.
Fig. 3 clearly shows an example of this problem that oc-
curred when the system was applied to a hydraulic ex-
cavator, and an arbitrary viewpoint image was generated.
This problem occurs because this arbitrary viewpoint vi-
sualization system is based on the assumption that the
fish-eye cameras always capture only the surrounding en-
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Fig. 2. : Example of arbitrary viewpoint image.

vironment, even though the excavator’s arm is in the field
of view of the fish-eye cameras. At disaster sites, there
may be obstacles behind the occlusion caused by the arm,
such as dump trucks, other excavators, or robots. Accord-
ingly, if the current system is applied to a hydraulic ex-
cavator, there is a risk of collision with obstacles. The
second problem is that the three-dimensional (3D) infor-
mation of the excavating point cannot be presented to the
teleoperator. Therefore, it becomes difficult for the tele-
operator to ascertain the 3D condition of the excavating
point (such as information about the deposition of sedi-
ments and the depth of the hole), which are necessary to
determine the position of the bucket during the excava-
tion. The reason for this problem is that the current ar-
bitrary viewpoint visualization system generates images
that are based on the assumption that the surrounding en-
vironment can be approximated to a predetermined dome-
shaped model. In the conventional method, the excavating
point is approximated to a flat plane.

During excavation work by teleoperation of a hydraulic
excavator, it is effective to use an arbitrary viewpoint visu-
alization system for the teleoperator. However, to ensure
safe and efficient teleoperation, the previously mentioned
two problems must be solved. Therefore, the purpose of
this study is to solve these two problems and to construct
an extended arbitrary viewpoint visualization system for

Occluded areaby arm

Difficulty grasping
3D dataat excavation point

Fig. 3. : Two problems of arbitrary viewpoint images for
excavators generated using conventional method[4—6].

the teleoperation of excavation work with a hydraulic ex-
cavator. Specifically, to solve the problem of the occlu-
sion by the arm, we propose a method to generate images
only from fish-eye camera images that do not capture the
excavator’s arm. Moreover, to solve the problem of the
lack of 3D information of the excavating point, the 3D in-
formation measured by an RGB-D sensor is synthesized
with an arbitrary viewpoint image.

This paper is organized as follows. In Chapter 2, we
describe the overview of the proposed system. Then, in
Chapter 3, we describe the method of generating an arbi-
trary viewpoint image in which the occlusion caused by
the excavator’s arm is removed, and the verification ex-
periments are also described. In Chapter 4, we describe
the system for presenting 3D information of the excavat-
ing point using an RGB-D sensor, and the verification ex-
periments are also described. The conclusions and future
works are given in Chapter 5.

2. Overview of Proposed Method

2.1. Approach to Solve the Two Problems

First, to solve the problem of the occlusion by the arm,
an arbitrary viewpoint image is generated only from fish-
eye camera images that do not capture the excavator’s
arm. To determine whether an arm is included in the im-
age, the positional relationship between the arm and the
camera is calculated from the joint angle information and
the shape model of the machine body. Using this method,
it is possible to expand the field of view of the gener-
ated arbitrary viewpoint image by removing the occlusion
caused by the excavator’s arm.

Second, to solve the problem of the lack of 3D infor-
mation of the excavating point, we used an RGB-D sensor
attached to the arm. The RGB-D sensor can measure the
depth information of each pixel in addition to the normal
RGB image. The information measured by this sensor is
synthesized with an arbitrary viewpoint image and pre-
sented to the teleoperator.
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Fig. 4. : Image generation process of proposed method.

2.2. Proposed System and Image Generation Pro-
cess

This study proposes the extended arbitrary viewpoint
visualization system, where the area occluded by an arm
can be reduced, and 3D information about the excavat-
ing point can be obtained. The proposed system consists
of four fish-eye cameras placed on the excavator body in
different directions, and an RGB-D sensor attached to the
arm. Based on the proposed system, the image generation
process is as shown in Fig. 4. First, the reflection of the
arm in an image is determined from the position and atti-
tude of the cameras estimated by calibration in advance,
a 3D shape model of a hydraulic excavator, and the joint
angle of the arm. As a precondition, note that the joint
angle of the arm can be obtained from sensors equipped
on the hydraulic excavator. Second, from the results of
the assessment, a dome-shaped arbitrary viewpoint image
is generated using only images in which the arm is not
reflected. Finally, the ground shape information obtained
by the RGB-D sensor is integrated into the arbitrary view-
point image.

2.3. Coordinate definition

As preparation, the three coordinate systems used in
this paper are defined: the base coordinate system Xg of
an excavator, a fish-eye camera coordinate system X, (i =
1,2,3,4), and an RGB-D sensor coordinate system Xp.
Here, a coordinate in a 3D coordinate system Xy for a
point P within a space is expressed as N p = [xx,yN,2n] |-
Moreover, it is also expressed as Np = [xn, yn,2n, 1] us-
ing a homogeneous coordinate. Then, the transformation
matrix H from the 3D coordinate system Xy to Xy can be
expressed as the following equation (1) using a rotation
matrix R of 3 rows x 3 columns, and a 3D translation
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vector t.
Np=HNp, . . .. ... ... ...
Ri|t
w[RE e

When fish-eye cameras and an RGB-D sensor are used,
it is necessary to estimate the transformation matrix be-
tween the three coordinate systems by performing cali-
bration in advance.

3. Generation of Arbitrary Viewpoint Image
With Arm Removed

To solve the first issue, an arbitrary viewpoint image is
generated in which the arm of an excavator is removed. In
this chapter, the generation method and experiments using
a real hydraulic excavator in which the proposed system
is implemented are presented, in addition to an evaluation
of the generated images.

3.1. Method

The proposed method can be divided into three ele-
ments: fish-eye camera calibration, image generation, and
the removal of the occluded area.

3.1.1. Fish-eye Camera Calibration

As the four fish-eye cameras that constitute the arbi-
trary viewpoint visualization system are retrofitted cam-
eras, their positions and attitudes relative to the excavator
are not known. Therefore, they first need to be calibrated.
For a fish-eye camera, calibration involves deriving the
transformation matrixes from the base coordinate system
Yp of an excavator to each fish-eye camera coordinate sys-
tem Xf, (i=1,2,3,4).

First, the relationship between the fish-eye camera co-
ordinate system Y and the fish-eye camera image coor-
dinate system Xy is considered. In this study, a fish-eye
camera having an angle of view of approximately 180° is
used to secure the wide view field. Fish-eye cameras fol-
low a model that differs from the perspective projection
of general pinhole cameras, and the images taken by the
fish-eye cameras have characteristic distortion. Therefore,
the correspondence between a point Fp = [xg, yg,zg] " in
the fish-eye camera coordinate system Xy and a point
fm = [ug,v¢] " in the fish-eye camera image coordinate sys-
tem is derived from the following equation (3) using the
method proposed by Scaramuzza et al.[7, 8]

XF us

Fp=1y | =a Ve (p:\/u%—i—v%).ﬁ)

z f(p)

a is a scalar coefficient. f(p) is a function that repre-
sents the effect of lens distortion, and it depends only on
the distance from the center of an image. Using the corre-
spondence of this equation, the characteristic distortion of
fish-eye cameras can be corrected, and the image can be

1
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translated to an image such as the perspective projection
image of general pinhole cameras.

Next, based on the study by Sato et al., the fish-eye
cameras are calibrated using a square calibration pattern
the size of which is known. By taking an image of the
same pattern placed on the ground from multiple cameras
and detecting the four vertexes of the square, the trans-
formation matrix from the world coordinate system Xy
to the fish-eye camera image coordinate system X can be
derived. Moreover, the transformation matrix from the
world coordinate system Xy to each fish-eye camera co-
ordinate system Xp, (i = 1,2,3,4) can be derived using
the above correspondence between the fish-eye camera
coordinate Xr and the fish-eye camera image coordinate
Y¢. Furthermore, the world coordinate system Xyw and
the base coordinate system Xp are aligned manually so
that the z-axis and the pivot of the excavator, and the x-y
plane and the ground surface are fitted. From the above,
the transformation matrix from the base coordinate sys-
tem X of the excavator to each fish-eye camera coordi-
nate system Xf, (i = 1,2,3,4) can be derived.

3.1.2. Generation of arbitrary viewpoint image

An arbitrary viewpoint image is generated by project-
ing fish-eye camera images on a dome-shaped model that
is assumed to be the surrounding environment. The dome-
shaped model consists of a set of numerous triangular
meshes that are divided into small pieces, and it is rep-
resented by a hemisphere that has as its center the origin
of the base coordinate system that shows the distant place
and a flat plane that shows the ground near the excavator.

An image that is projected at a point P on the dome-
shaped model is determined by the position {p of the
point P on the fish-eye camera image coordinate system
Y¢, which is calculated from the calibration result. Here,
there are cases where images from multiple fish-eye cam-
eras can be projected to the point P because fish-eye cam-
eras have a wide field of view and they are overlapped.
In these cases, the use of a fish-eye camera image is de-
termined according to the distance on the image from the
center of the image to the point {p. This is because fish-
eye cameras have a property whereby the center part of the
image has a higher spatial resolution and a smaller distor-
tion than the peripheral part. In the model of the fish-eye
camera that is used in this study, the distance on the image
from the center of the image to the point { p is proportional
to the angle of incidence to the fish-eye camera. The an-
gle of incidence to each camera can be calculated by per-
forming the following equation (4) using coordinates on
the fish-eye camera coordinate systems XF..

VIR R

7F

6; = arctan 4
In this study, to determine the image to be used, a weight-
ing based on the angle of incidence 6; is designed accord-
ing to the method proposed by Komatsu [14]. An image
that is projected at the point P is determined by the alpha

Doom model

Intersection with
3D model of arm
Fish-eye cameras

Line connecting
cameraand point P

Image projection
from adjacent camera

Fig. 5. : Process of removing occluded areas.

Fish-eye camera
Normal vector N

Triangular
mesh

Fp Fp

Fig. 6. : Intersection judgement.

blending of multiple fish-eye camera images using the de-
signed weighting. Specifically, the image at the point P is
generated from the equations (5) and (6) by using the im-
ages I and J; from the fish-eye cameras having the small-
est and the second smallest angles of incidence 6;.

I=ok+(1-a)h, . ... ... ... (O
(61— 6k > 6)

(otherwise)

(6)

1
o= . 6
{(l—l-sm o m)/2

Oy represents a parameter that is used to determine the
range of the blending, and it means that only the image
from the fish-eye camera having the smallest angle of in-
cidence is used when the difference between the angle of
incidence is more than 6y,.

3.1.3. Removal of occluded areas

The reason why the arm is reflected in the images is
that it has been assumed that the fish-eye cameras take
images of only the surrounding environment during the
above-mentioned image generation method. In this study,
the reflection of an arm at a point P on the dome-shaped
model is determined based on a 3D shape model of an ex-
cavator and each joint angle data of the arm. As shown
in Fig. 5, the arm is reflected in the image that is pro-
jected to the point P when the ray connecting the point P
and the origin of the fish-eye camera coordinate system

Journal of Robotics and Mechatronics Vol.0 No.0, 200x
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L (i=1,2,3,4) crosses the shape model of the excava-
tor. Therefore, the reflection of the arm can be removed
by choosing only images from fish-eye cameras where the
ray does not cross the shape model. The invisible region
behind the arm in the conventional method becomes visi-
ble by using this method, and the arbitrary viewpoint im-
age in which the visible region is expanded can be gener-
ated. However, there are also some regions where the im-
ages without the reflection cannot be obtained from any
fish-eye cameras depending on their distribution. In this
study, such regions are painted black.

The details of the method used to determine the inter-
section are as follows. With respect to the study pertain-
ing the removal of unnecessary objects from an image has
been studied [15], the method to prevent forgetting to re-
move and to ease unnatural image composition is to set
the removal region to be larger than the actual size, instead
of calculating it from the contour accurately. Therefore,
this study considers a polyhedron that consists of multi-
ple triangular meshes and that includes the shape model
of the arm. When the intersection judgment is applied to
all triangular meshes, and one of these is determined to be
crossing, it is determined that the ray crosses the model.

Here, as shown in Fig. 6, in a fish-eye camera coor-
dinate system Xp, an assessment is made to determine
whether a ray connecting a point F p and the origin crosses
a triangular mesh that consists of three points F'a,Fb,Fe.
When the perpendicular of the triangular mesh is repre-
sented by n, the point of intersection Fgq between the ray
and the flat plane including the triangular mesh is repre-
sented by the following equation (7).

F (-'a)-n F L

1= CFayn+(p—Ta)n P

When there exists an intersection point Fq inside the trian-
gular mesh, i.e., when positive or negative of three equa-
tions (8), (9) and (10) match, it can be determined that the
ray crosses the triangular mesh.

(p-FayxFg-Fa)n,. . . . . . .. (8
(Fe=Fb)xFq=Fb))n,. . . . . . .. (9
(Fa=Fe)xFqg-Fe))-n. . . (10)

3.2. Experiments

To verify whether the proposed system can generate ar-
bitrary viewpoint images in real-time and its validity, the
proposed method was implemented using a real hydraulic
excavator, and experiments using it were conducted.

3.2.1. Experimental setting

In this experiment, an operator operated the hydraulic
excavator by remote control and excavated the ground.
Obtained data from the fish-eye cameras was processed
in real-time and an arbitrary viewpoint image was then
generated. The experimental equipment and environment
are shown in Fig. 7. Four fish-eye cameras were placed
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Fig. 7. : Experimental setting.

on the excavator body in different directions. The fish-
eye cameras were Grasshopper3 GS3-U3-41C6C-C made
by Point Grey Research. Their resolutions are 2048 x
2048 pixels, and their frame rate was set to 15 fps. Note
that the operator watched the excavator directly and did
not watch the arbitrary viewpoint image that was gener-
ated during the experiments.

3.2.2. Results

Experimental results are shown in Fig. 8. Fig. 8 (a)
is an arbitrary viewpoint image generated by the conven-
tional method, and Fig. 8 (b) is an arbitrary viewpoint
image generated by the proposed method. The arm of
the excavator is in a wide area of the image in the con-
ventional method, whereas it is removed and the hid-
den image behind it can be confirmed using the proposed
method. An operator can omnidirectionally confirm the
situation around an excavator assess any risks (such as
collisions with obstacles), because the field of view is ex-
panded using the proposed method.

3.3. Evaluation

The arbitrary viewpoint image generated by the pro-
posed system is evaluated from two perspectives.

3.3.1. Real-time property of the image

As the objective of this study is to develop an image
generation system that supports remote operation, the in-
formation that is obtained must be processed in real-time
and presented to an operator. Therefore, the frame rate
of arbitrary viewpoint images generated by the proposed
system was measured. In this evaluation, the image draw-
ing process was conducted 1000 times, and the average
drawing time per one time was calculated from the re-
quired time for the whole process. The results show that
the average drawing time for each process is 72.8 ms. This
corresponds to 13.7 fps, and this system can provide im-
ages with a frame rate that is sufficient for remote op-
eration [9]. Although the proposed system incorporates
the process to determine the reflection of the arm and the
visualization process of the ground shape, these do not
prevent smooth remote operation.
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(a) Conventional method.

(b) Proposed method.

Fig. 8. : Experimental result of image generation.

3.3.2. Expansion of view field by removal of occluded
area

The expansion ratio of the view field of an arbitrary
viewpoint image is validated by removing the reflection
of the arm. In this evaluation, the ratio of the area on the
dome-shaped model of the region in which the view field
has been expanded by the proposed system to the region in
which the arm had been reflected in the conventional sys-
tem was calculated. In Fig. 9, the region in which the arm
had been reflected in the conventional system is the re-
gion surrounded by the red frame, and the region in which
the view field has been expanded by the proposed system
is the region surrounded by the yellow frame. Further-
more, the region painted in black is the region in which
images could not be obtained from any camera although
the system determined that the arm is reflected. The ratio
was calculated from the image from the fish-eye cameras
and the joint angle data of the arm for approximately 30
s during one excavating motion. As a result, it has been
confirmed that the view field expands in approximately
69.4% region within the region in which the arm had been
reflected. This means that the proposed system can reduce
approximately 69.4% of the occluded area that is gener-
ated by the conventional system and contribute to safer
remote control of a hydraulic excavator. However, this

The area where image cannot
be obtained from all cameras

o,
o,
v,

o,
.
O
v,

The areawhere the arm is projected
: The areathat became visible by proposed method [

Fig. 9. : Expanded region of field of view.

method cannot provide images in the black region where
images cannot be obtained from any camera, which is a
limitation of this study. Although a simple solution is to
install additional cameras to take images of the region,
there are some cases where they cannot be installed owing
to factors such as size, position, and processing capacity.
One of the solutions to this problem is to use a comple-
mentary method using previous images. A method pro-
viding images passed through the arm by complementing
from previous images according to the motion of the arm
has already been proposed [10]. However, this method
involves some degree of safety risk because it only uses
previous images, and does not reflect the current situa-
tion. Therefore, it is necessary to use it in combination
with another method, such as the detection and tracking
of moving obstacles.

4. Presentation of 3D Information of Excava-
tion Point

To solve the second issue, 3D information of the ground
is integrated into the arbitrary viewpoint image generated
by the method in chapter 3, and the ground shape is pro-
vided visually. In this chapter, the integration method,
experiments using a real hydraulic excavator in which the
proposed system is implemented, and an evaluation of the
provided 3D information are described.

4.1. Method

For the proposed method, RGB-D sensor calibration
and integration with arbitrary viewpoint images are re-
quired.

4.1.1. RGB-D sensor calibration

As is the case with the fish-eye cameras, because the
RGB-D sensor that is used to measure the 3D shape is
retrofitted cameras, their position and attitude with re-
spect to the excavator are not known, and calibration is
required. The calibration for the RGB-D sensor involves
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Fig. 10. : Coordinate systems for RGB-D sensor calibra-
tion.

deriving the transformation matrixes from the base coor-
dinate system X of an excavator to the RGB-D sensor
coordinate system Xp.

In this study, the RGB-D sensor is calibrated using an
ArUco marker [11, 12] as a calibration pattern. Each co-
ordinate system that is used here and the relationship be-
tween them are shown in Fig. 10. The transformation ma-
trix A from the RGB-D sensor coordinate system Xp to
the marker coordinate system X can be derived by de-
tecting the ArUco marker that is fixed in the environment
from an image of the RGB-D sensor by threshold pro-
cessing and contour detection. Here, a finger coordinate
system Xg is set on the arm on which the RGB-D sensor
is placed. When the transformation matrix from the finger
coordinate system X to the base coordinate system Xg of
the excavator is defined as B, it can be derived by solving
the forward kinematics from a 3D shape model of the arm
and each joint angle data. Furthermore, the transforma-
tion matrix X from the finger coordinate system Xg to the
RGB-D sensor coordinate system Xp, and the transforma-
tion matrix Z from the base coordinate system Xp to the
marker coordinate system X are set as unknown param-
eters. Then, the following equation (11) is established.

AX=7B. . (11)

By moving only the arm to various positions and atti-
tudes while the body of the excavator and the marker
is fixed in the environment, and obtaining the numerous
known combinations of the transformation matrixes A, B,
these unknown transformation matrixes X,Z can be de-
rived analytically. In this study, the optimized calcula-
tion in which an analytic solution is set as an initial value
is conducted by employing the method proposed by Dor-
naika et al. [13], and the transformation matrixes X, Z are
estimated simultaneously. From the above, the transfor-
mation matrix from Xp to Xp that is finally required can
be derived.

4.1.2. Integration of 3D data

First, to integrate 3D information from the RGB-D sen-
sor that is mounted on the arm to the arbitrary view-
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point image, a 3D point cloud is generated from depth
information of each pixel of an RGB-D sensor image.
The correspondence between a point °p = [xp,yp,zp] "
on the RGB-D sensor coordinate system Xp and a point
dm = [ug,vq]" on the RGB-D sensor image coordinate
system X4 is represented as the following equation (12).

g fo 0 ¢ 0717
va |~ 0 f ¢ 0[P . (12)
1 0 0 1 0 D

1

fx» fy> ¢x, and ¢y in the equation are internal parameters
of the sensor. In the case of the RGB-D sensor, depth in-
formation zp along the z-axis can be obtained at a point
4m = [ug,vq]" on the image. Therefore, a 3D point cloud
can be generated by applying the equation (13) to all
points on the image.

. Uq — Cx Vd—Cy
= Z = V4) I
D f/sx D; YD f/sy D

The generated 3D point cloud having color information
is transformed to the base coordinate Xg by using the re-
sults of the calibration, and it is integrated to the arbitrary
viewpoint image.

Then, it is drawn after the region that is within the an-
gle of view of the RGB-D image is removed from the ar-
bitrary viewpoint image, meaning the information from
the RGB-D image is represented preferentially in the re-
gion where the original arbitrary viewpoint image and the
obtained point cloud overlaps.

However, it is difficult to understand the shape of the
excavating point by only the 3D point cloud having the
actual color. Therefore, to understand the shape of the
excavating point more intuitively, this study proposes a
visualization of the depth information of the ground using
a mesh. Here, the depth information of the ground refers
to the height or depth along the vertical direction based on
the ground surface. The mesh is formed by connecting ad-
jacent points of the sampled point cloud, and is drawn as
a wireframe. It is rendered using a color that corresponds
to the depth information. Using this mesh, the point cloud
having original color information and the depth informa-
tion can be recognized visually and simultaneously.

. (13)

4.2. Experiments

To verify whether the proposed system can provide 3D
information of the ground in real-time and its validity, the
proposed method was applied to a real hydraulic excava-
tor and experiments were conducted.

4.2.1. Experimental setting

In this experiment, an operator operated the hydraulic
excavator by remote control and excavated the ground.
Data obtained from the fish-eye cameras and the RGB-D
sensor were processed in real-time, and an arbitrary view-
point image that integrated 3D information of the ground
was then generated. The experimental equipment and en-
vironment are shown in Fig. 7. In addition to four fish-eye
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Fig. 11. : Experimental results of 3D data visualization:
example of image.

cameras, an RGB-D sensor was equipped at the arm of
the excavator to measure an excavation point. The RGB-
D sensor that was used was RealSense D435, which was
made by Intel, and the frame rate was set to 15 fps. Note
that the operator watches the excavator directly, and did
not watch the generated arbitrary viewpoint image during
the experiments.

4.3. Results

Experimental results are shown in Fig. 11 and Fig. 12.
Fig. 11 is an image when a viewpoint is set to watch an
excavation point from the above. As shown in the fig-
ure, by combining a point cloud having an actual color
and mesh visualizing depth information, the 3D shape of
the excavating point can be understood intuitively. More-
over, Fig. 12 (a) is a side-view image that is generated by
the conventional method, and Fig. 12 (b) is a side-view
image that is generated by the proposed method. In the
conventional method, the ground is represented as the flat
plane even though it was already excavated. Conversely,
in the proposed method, the ground shape at the exca-
vating point can be understood. Because it is important
for the excavation work performed by a hydraulic excava-
tor to confirm whether the ground shape of the excavat-
ing point becomes close to the target shape, the proposed
method is more practical than the conventional method.
Furthermore, in Fig. 11, it can be seen that the shape of
the excavated soil that is inside the bucket can also be
measured. Although it is currently qualitative informa-
tion, it is possible to know the amount of the excavated
soil by comparing the shape of the empty bucket and the
bucket containing the soil.

4.4. Evaluation

To increase the efficiency of excavation work by a hy-
draulic excavator, this system integrates 3D information
from the RGB-D sensor equipped at the arm to the arbi-
trary viewpoint image. The position of the 3D data and
the image may shift owing to errors such as the position
and attitude of the RGB-D sensor estimated by calibration

(a) Conventional method.

(b) Proposed method.

Fig. 12. : Experimental results of 3D data visualization:
comparison between conventional and proposed method.

and the joint angle of the arm. Therefore, this positional
shift was evaluated quantitatively. In this evaluation, a
chess pattern (the size of which is known) was placed on
the ground, and the positional shift of the vertex of this
pattern on a generated image was measured. The size of
each side of the square of the used chess pattern is 0.13 m.
As the proposed system approximates the ground using a
flat plane, the pattern on the arbitrary viewpoint image and
the image from the RGB-D sensor should be in agreement
if the RGB-D sensor is ideally calibrated. As a result,
the positional shift was 0.046 m when the 3D data of the
RGB-D sensor were taken from a position 1.40 m away
from the chess pattern. Therefore, the proposed system
has a positional shift of approximately 3.3% to the dis-
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tance from the RGB-D sensor to the target. It can be said
that this positional shift is sufficiently small, and the re-
quired precision for excavation is satisfied.

5. Conclusion

In this study, we constructed an extended arbitrary
viewpoint visualization system for the teleoperation of ex-
cavation work using a hydraulic excavator. We solved the
two problems of occlusion by the arm and lack of 3D
information about the excavating point. In the proposed
method, it is determined whether the excavator’s arm is
included in the image, and the arbitrary viewpoint im-
age is generated only from fish-eye camera images that
do not capture the arm. As a result, the field of view of
the generated arbitrary viewpoint image was expanded by
69.4% on average, and a visualization that contributes to
safety in the teleoperation of excavation work was real-
ized. Furthermore, the 3D information measured by an
RGB-D sensor attached to the excavator’s arm was syn-
thesized using an arbitrary viewpoint image. The pro-
posed method enables teleoperators to understand the 3D
condition of the excavating point, which is necessary to
determine the position of the bucket and was not possible
with previous methods. Moreover, experiments and eval-
uations were conducted for each of the two solutions, and
it was confirmed that an image with sufficient accuracy
could be presented in real-time. Although this study fo-
cuses on hydraulic excavators, the proposed system can be
applied to not only hydraulic excavators, but also whole
machines with arms, and can provide arbitrary viewpoint
images with a wide field of view to teleoperators in real-
time in the same way.

Although the suitability of the proposed method was
presented by the evaluation, further verification through
actual field applications will be conducted. We plan to
verify the improvement of the operability more quantita-
tively by using the proposed system with actual teleoper-
ation experiments. In addition, as described in 4.4, it is
important to reduce further occlusion in order to realize
more safe and efficient teleoperation, and further consid-
eration will be required to compensate for missing images
that could not be solved by our proposed method. Fur-
thermore, a manual or automatic control system to switch
the viewpoint of the image according to the contents of
work can be considered in the development of the pro-
posed method. The realization of these advanced methods
will lead to the development of a more practical visual-
ization system, which will enable safer and more efficient
teleoperation of construction machines and mobile robots.
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