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Abstract— In this paper, we propose a three-dimensional
(3-D) measurement method of objects in liquid with a laser
range finder. When applying vision sensors to measuring
objects in liquid, we meet the problem of an image distortion.
It is caused by the refraction of the light on the boundary
between the air and the liquid, and the distorted image
brings errors in a triangulation for the range measurement.
Our proposed method can measure the accurate 3-D coor-
dinates of object surfaces in liquid taken for calculating the
refraction effect. The effectiveness of the proposed technique
is shown through experiments. The accuracy of the 3-D
measurement is 0.7mm for objects located about 250mm
from the laser range finder when considering the refraction
of the light, although that is 2.9mm without the consideration
of it.
key words: three-dimensional measurement, refraction, ob-
jects in liquid, triangulation, laser range finder

I. INTRODUCTION

Acquisition of three-dimensional (3-D) coordinates of
object surfaces is required in many applications. Espe-
cially, optical measurement is preferred as a non-contact
method, and much effort has been made on developing
vision sensor systems with optical sensors and digital
processors based on the triangulation range sensing [1].
However, they have been almost applied to the measure-
ment of objects in aerial or outer-space environments,
and little consideration has been made on the application
to the measurement of objects in liquid. In the latter
case, acoustical methods using sonar are often used [2],
[3], especially for underwater robots [4], [5]. However,
they do not give high resolution due to relatively longer
wavelength of ultrasonic waves than that of the light.
Therefore, the photogrammetric images are effective for
the 3-D measurement [6], [7].

When applying vision sensors to measuring objects in
liquid, we meet the problem of the image distortion. It is
caused by the refraction on the boundary between the air
and the liquid, and the distorted image brings errors in the
triangulation for the range measurement. Figure 1 shows
an example of the distorted image that single rectangular
object is in a cylindrical glass water tank. The edge of the
object on the boundary between the air and the liquid looks
discontinuous and it appears to that two objects exist.

Fig. 1. Example of image distortion.

The problem occurs not only when a vision sensor is set
outside the liquid but also when it is set inside, because in
the latter case we should usually place a protecting glass
plate in front of viewing lens or a laser beam scanner.

Therefore, 3-D measurement methods for these cases
are proposed [7], [8]. However, the methods by using a
stereo camera system have the problem that the corre-
sponding points are difficult to detect when the texture of
the object’s surface is simple in particular when there is the
refraction on the boundary between the air and the liquid
[7]. The methods by using a laser range finder are also
proposed for the detection of the corresponding points [8],
however, these methods can only treat with the situation
that the shape of the boundary between the air and the
liquid is flat.

In this paper, we propose a 3-D measurement method
of objects in liquid by using a laser range finder to handle
the cases that the shape of the refraction boundary is not
flat. The 3-D coordinates of object surfaces are measured
by the camera and the spot laser beam that can change
its direction upward and downward (Fig. 2). We adopt a
cylindrical beaker filled with the water as the arbitrary
glass water tank whose shape is not flat. The water tank
is set on the turntable and object shape is measured while
rotating the turntable.

Our proposed method can be used for the measurement
of objects that cannot be contacted such as the very im-
portant samples like creatures that are pickled in formalin.
This method also can be applied to the measurement



(a) Schematic. (b) Experimental equipment.

Fig. 2. Overview of 3-D measurement.

of objects in various water tank, and the underwater
observation by underwater robots.

The composition of this paper is detailed below. In Sec-
tion 2, the principle of the 3-D measurement is explained.
In this section, the explanation is for a cylindrical shape
that has a taper. Our method can also treat arbitrary-shaped
boundaries of the refraction because we consider the 3-D
model of the refraction in this paper. In Section 3, the
process of the 3-D measurement of objects is constructed.
In Section 4, we verify our method with experiments and
Section 5 describes conclusions.

II. PRINCIPLE OF 3-D MEASUREMENT

The principle of the 3-D measurement is based on a 3-
D optical ray tracing technique that properly models the
situation. The ray from the camera and that from the laser
are traced respectively and the intersection point of two
rays corresponds to the surface of the object.

Figure 3 shows the model of the optical rays. Here, let
C0 : (xc0,yc0,zc0)T be the center of the camera lens,O :
(xO,yO,zO)T be the centroid of the water tank (yO means
the height of the centroid axis),L0 : (xl0,yl0,zl0)T be the
starting point of the laser beam, and~dl1 = (αl1,βl1,γl1)T

be the unit vector of the laser beam. These parameters can
be calibrated in advance.

A. Ray Tracing from Camera

In this model, a pinhole camera model is adopted. The
coordinate(u,v)T on the image plane is translated to the
coordinate(x,y,z)T on the world coordinate.
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where f is the image distance1, and ai j is the other
camera parameters. The direction vector of the ray from

1The image distance is equal to the distance between the center of
lens and the image plane. Although it is confusable, the image distance
is not same as the focal length. When an image of an infinitely (or at
least sufficiently) distant object is created on the sensor, this distance is
equal to the focal length of the lens [9].

Fig. 3. Principle of 3-D measurement.
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After that, C1 : (xc1,yc1,zc1)T (the intersection point
between the ray~dc1 from the camera and the outside
surface of the water tank) is obtained by using the distance
ρc1 between the camera and the outside surface of the
water tank.
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WhenR0 is the radius of the water tank bottom andφ1

is the taper angle of the water tank, the unit normal vector
of the water tank surface~Nc1 = (λc1,µc1,νc1)T at theC1

is calculated as follows:
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where

m1 =
cosφ1

R0− (ρc1βc1 +yc0) tanφ1
, (5)

µc1 = −sinλc1. (6)

BecauseNc1 is a normal vector, the following equation
is gained:

λ 2
c1 + µ2

c1 +ν2
c1 = 1. (7)

From (2)–(7), ρc1 can be obtained in (8), and the
coordinate values ofC1 is decided.

ρc1 =
ρc1b−
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, (8)



where

ρc1a = α2
c1−β 2

c1 tan2 φ1 + γ2
c1, (9)

ρc1b = αc1(xO−xc0)
−βc1 tanφ1(R0−yc0 tanφ1)
+γc1(zO−zc0), (10)

ρc1c = (xO−xc0)2 +(R0−yc0 tanφ1)2

+(zO−zc0)2. (11)

Next, the ray between the outside and the inside of the
water tank can be traced. The unit vector of the ray~dc2 =
(αc2,βc2,γc2)T from C1 is expressed as the linear sum of
~dc1 and~Nc1 because these three vectors are on the same
plane.
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where pc1 andqc1 are the constants.
Here, letθc1 be the angle of incident (the angle between

~dc1 and~Nc1), andθc2 be the angle of refraction (the angle
between~dc2 and−~Nc1). The inner product of~dc1 and~Nc1

is calculated as:

~dc1 ·~Nc1 = αc1λc1 +βc1µc1 + γc1νc1

= cosθc1. (13)

The outer product is also calculated.

|~dc1×~Nc1|2 = (βc1νc1− γc1µc1)2

+(γc1λc1−αc1νc1)2

+(αc1µc1−βc1λc1)2

= sin2 θc1. (14)

About ~dc2 and−~Nc1, the inner and the outer products
can be calculated in the same way.

cosθc2 = αc2λc1 +βc2µc1 + γc2νc1, (15)

sin2 θc2 = (βc2νc1− γc2µc1)2

+(γc2λc1−αc2νc1)2

+(αc2µc1−βc2λc1)2. (16)

Incidentally, the Snell’s low of the refraction is also
applied at the pointC1:
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=
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, (17)

wheren1 andn2 are the refraction index before and after
the pointC1, respectively (n1: the refraction index of the
air, n2: that of the glass).

From (12)–(17),pc1 andqc1 are obtained as:
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In the same way of calculatingC1, the coordinate values
of C2 (the intersection point between the ray fromC1 and
the inside surface of the water tank) are also obtained.
After that, the refraction at the pointC2 can be considered.
A unit vector of the ray fromC2 is obtained as follows
when n3 is the refraction index after the pointC2 (the
refraction index of the liquid in the water tank).




αc3

βc3

γc3


 = pc2




αc2

βc2

γc2


+qc2




λc2

µc2

νc2


 , (20)

where

pc2 =
n2

n3
, (21)

qc2 =
√

1−
(n2

n3

)2
sin2 θc2− n2

n3
cosθc2. (22)

The ray from the camera finally reaches on the surface
of the object at the pointPc : (xpc,ypc,zpc)T .
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where(xc2,yc2,zc2)T is the coordinate values at the point
C2, ~dc3 = (αc3,βc3,γc3)T is the ray from the pointC2, and
c is a constant. The 3-D coordinate values atPc is obtained
whenc are gained.

B. Ray Tracing from Laser

The ray tracing from the starting point of the laser can
be executed in the same way of the camera. Finally, the
ray from the laser reaches on the surface of the object at
the pointPl : (xpl ,ypl ,zpl)T .
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where(xl2,yl2,zl2)T is the coordinate values at the point
L2, ~dl3 = (αl3,βl3,γl3)T is the ray from the pointL2, and
l is a constant.

C. Determination of 3-D Coordinate Value

The point on the surface of the object coincides both
Pc and Pl . Therefore, we can obtainc and l by con-
sidering (23) and (24) as the simultaneous equations
that (xpc,ypc,zpc)T = (xpl ,ypl ,zpl)T . However, these three
equations cannot be satisfied at the same time. This is
because the number of unknown parameters is two (c and
l ), and the number of the equations is three (x, y, and z
coordinate values). It occurs when there are errors of the
parameters obtained from the calibration and those of the
image processing when measuring.

Therefore, we regard the middle point of two rays (from
the camera and the laser) as the surface of the object where
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Fig. 4. Determination of 3-D position ofP.

the distance between two rays becomes the shortest (Fig.
4).

The optimal value of parameterl when two rays ap-
proach most is obtained as follows:

l =
La

cos2 θp−1
, (25)

where

cosθp = αc3αl3 +βc3βl3 + γc3γl3, (26)

La = (αl3−αc3cosθp)(xl2−xc2)
+(βl3−βc3cosθp)(yl2−yc2)
+(γl3− γc3cosθp)(zl2−zc2). (27)

Therefore,Pl can be calculed in (24). In the same way,
parameterc andPc can be also calculated.

Conclusively, the surface of the objectP : (xp,yp,zp)T

is obtained.
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III. PROCEDURE OF 3-D MEASUREMENT

A. Calibration of Equipment

We must calibrate the camera parameters, the starting
point and the direction vector of the laser beam, the center
of the rotation of the turntable, and the centroid of the
water tank for measuring the 3-D coordinate values of the
object in liquid.

At first, the camera parameters are calibrated by using
the planner pattern on which surface checked patterns are
drawn.

Next, the starting pointL0 and the direction vector of
the laser beam~dl1 are calibrated by changing the direction
of the laser and the position of the planner pattern.

After that, the center of the rotation of the turntable
is calibrated by using the object whose shape is known
on the turntable (Fig. 5(a)). The rotational center of the
turntable is estimated by the exploratory search. The
difference between the known shape and the result of the
reconstructed shape with the 3-D measurement by using
our calibrated laser range finder is minimized to obtain
the position of the rotational center.

Finally, the relationship between the centroid of the
water tank and the rotational center of the turntable is
estimated. It is realized by applying the non-transparent

(a) Rotational center. (b) Centroid of tank.

Fig. 5. Calibration method.

direction of ray
from laser

surface of
water tank

surface of
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Fig. 6. Extraction of laser point.

sheet on the surface of the water tank (Fig. 5(b)). The
areas where the sheets attach block the laser beam. The
accurate 3-D coordinate values of the water tank surface
can be measured in these areas. From these result, we can
obtain the position of its centroid.

B. 3-D Shape Measurement

After all the calibration, 3-D shape measurement of
objects in liquid is executed. The images are acquired
while the turntable is rotating. After going into a 360-
degree roll, the angle of the laser beam changes to measure
the shape of another cross-sectional surface.

C. Extraction of Laser Points on Object

About the extraction of the spot light of the laser in the
acquired images, the epipolar constraints and the subpixel
calculation are utilized.

Rough areas of the laser beam in the images are limited
by the epipolar constraints. When multiple points are
detected as the laser light, we can judge the point on the
surface of the object that the objective point exists in the
deepest direction of the epipolar line in any cases (Fig. 6).

The subpixel measurement is executed by calculating
the center of gravity of the extracted pixels that belong to
the laser light as follows:(

ug

vg

)
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1

∑ t(ui ,vi)

(
∑ t(ui ,vi)ui

∑ t(ui ,vi)vi

)
, (29)

where t(ui ,vi) (> T) is the pixel value at thei-th pixel
(ui ,vi) that belongs to the laser light, and(ug,vg) is
the position of subpixel order on which the laser beam
illuminates (T: a threshold value given in advance).



(a) Before calibration. (b) After calibration.

Fig. 7. Calibration results of rotational center.

Fig. 8. Calibration results of water tank centroid.

IV. EXPERIMENTS

We use a cylindrical glass water tank whose inside
radius of the bottom is 38.2mm and outside radius is
39.9mm. The tank is filled with the water. The refraction
index of the air (n1), the glass (n2), and the water (n3)
is as follows:n1 = 1.000, n2 = 1.5000, n3 = 1.335. The
resolution of images is 640× 480pixel. The camera
parameterf is estimated as 1085.0pixel from the camera
calibration.

The calibration of the rotational center of the turntable
is executed by using the rectangular object whose cross-
section shape is 44.5mm× 45.1mm. Figure 7 shows
the results before and after the calibration. The co-
ordinate value of the rotational center before the cal-
ibration is (0.00,0.00,250.00)T , and that after it is
(1.23,0.00,239.24)T in this case. In Fig. 7, (blue) points
are the measured 3-D positions and (red) lines are the
actual shapes of the object. The average distance between
the measured points and the actual lines is about 0.10mm
after the calibration of the rotational center.

Figure 8 shows the results of the estimation of the
centroid of the water tank. The coordinate value of the cen-
troid of the water tank is estimated as(3.42,0.00,239.74)T

in this case. The distance between the measured points and
the circle that indicates the real shape of the water tank
becomes very small after the calibration of the centroid.

Experiments are done by using the object whose cross-
section shape is 33.5mm× 22.5mm under the various
situations. The turntable is rotated in 10deg interval.

(a) Situation 1. (b) Situation 2.

(c) Situation 3. (d) Situation 4.

(e) Result of 3-D shape measurement.

Fig. 9. Experimental results I.

TABLE I

RESULTS OF THE LEAST SQUARE ESTIMATION.

Situation Standard deviation Maximum error
1 0.10mm 0.26mm
2 0.18mm 0.58mm
3 0.14mm 0.31mm
4 0.55mm 1.80mm

1) 3-D measurement of the object in the water tank
without the water. The distance between the object
and the laser range finder is 239.24mm (Fig. 9(a)).

2) 3-D measurement of the object in the water tank
filled with the water andwithout the considera-
tion of the refraction of the light. The distance is
239.24mm (Fig. 9(b)).

3) 3-D measurement of the object in the water tank
filled with the water andwith the consideration of
the refraction. The distance is 239.24mm (Fig. 9(c)).

4) 3-D measurement of the object in the water tank
filled with the water andwith the consideration of
the refraction. The distance is500.37mm(Fig. 9(d)).

The results of these situations are shown in Fig. 9(a)–
(d), and the quantitative results are shown in Table I and
Table II.



TABLE II

DIFFERENCE BETWEEN REAL SHAPE AND MEASURED POINTS.

Situation Average error Maximum error
1 0.23mm 0.42mm
2 2.26mm 2.93mm
3 0.31mm 0.72mm
4 0.73mm 1.21mm

Fig. 10. Experimental results II.

In Fig. 9(a)–(d), (blue) points indicate the measured
positions, (green) deep lines indicate the lines by the least
square estimation from the measured positions, and (red)
thin lines indicate the actual shapes of the object.

Table I indicates the standard deviations and the maxi-
mum errors between the lines of the least square estima-
tion and the actual measured points. This result predicates
the fitting accuracy of each lines of the object surface.
Table II indicates the difference between the real shape
of the object and the actual measured points. This result
indicates the accuracy of the 3-D measurement in totality.

From the result of Situation 1, the accuracy of the
calibration is verified because the measured shape of the
object is almost same with the actual one.

When the result of Situation 3 is compared with that
of Situation 2 in Table II, the accuracy is improved
dramatically. The accuracy when water exists is almost
same with that when water does not exist. Therefore, it is
found out that the consideration of the refraction of the
light is very important and effective when objects in liquid
are measured.

The result of Situation 4 shows the accuracy of the 3-D
measurement depends on the distance between the laser
range finder and the object.

In these experiments, the accuracy of all the results by
using our proposed method is within the subpixel order.

The result of the 3-D measurement when the distance
between the object and the laser range finder is 239.24mm
is shown in Fig. 9(e). From this result, it is verified that the
measurement about the height direction is also performed
correctly. The measurement result of another shape object
is shown in Fig. 10. These results show that our method
can work without failure regardless of the shape of the
object and the direction of the laser beam.

V. CONCLUSIONS

In this paper, we propose a 3-D measurement method
of objects in liquid with a laser range finder. We take the
refraction of the light into consideration in the triangula-
tion, and build the technique that is suitable for objects
in liquid. Experiments have verified the effectiveness of
proposed 3-D measurement method. The accuracy of the
results is within subpixel order of acquired images.

As the future works, it is desirable that the refraction
index, the shape of the water tank, and the shape of the
object inside the tank are measured simultaneously. The
wide range shape of the object must be also measured by
using the slit light of the laser in place of the spot light.
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