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Abstract— In camera images for urban search and rescue
(USAR) robots teleoperation, it is important to reduce blind
spots and get surroundings as much as possible because of
safety requirements. We propose a method to create synthesized
bird’s-eye view images from multiple fish-eye cameras as spatio-
temporal data which can reduce blind spots. In practical use, it
is very important to get images robustly even when some trou-
bles such as camera broken and network disturbances occur.
This method develops showing bird’s-eye view images robustly
even if some of images are not acquired by compensating past
stored spatio-temporal data to these images. Effectiveness of
the proposed method is verified through experiments.

I. INTRODUCTION

In this research, we propose a method to create a robust
bird’s-eye view images using stored data of multiple fish-eye
cameras (Fig. 1). More specifically, we describe a principle
of a spatio-temporal bird’s-eye view which compensates
missing parts of bird’s-eye view images from stored data.

On March 11, 2011, the great eastern japan earthquake and
tsunami caused the accident of Fukushima Daiichi Nuclear
Plant. From that time, investigation and decommissioning of
the nuclear reactor has been a serious problem. The main
cause is that no one can enter the center area because of the
high radiation exposure.

Teleoperating an urban search and rescue (USAR) robot is
an effective way to solve this serious problem, and various
robots have been designed and manufactured [1]. However,
little attention has been given to be used in real site. For
USAR robot studies, what seems to be lacking is considering
many cases of disaster and developing functions aimed for
practical use. It is a very important issue because if USAR
robots work in a real disaster sites, we can reduce workers
and risks of secondary disaster [2].

Teleoperation remains an important part of our interaction
with USAR robot [3]. We have to consider requirement spec-
ification for USAR robots such as types of camera, controller,
graphic user interface, and some additional sensors like a
laser range finder. In a teleoperation, usually a few cameras
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Fig. 1: Proposed method.

are mounted on a robot to understand environments, and
Images are sent to displays by network communication.

II. RELATED WORKS

Over the last few decades, a lot of studies have been
made on reducing blind spots for teleoperation [4]. A Normal
approach is a simple way which uses multiple cameras and
showing these images individually. In this method, there
is a problem that operators cannot understand surroundings
easily because it needs some estimations of relations between
images from each camera image.

Showing bird’s-eye view images are one of the effective
methods to solve the estimation problem. Nagatani et al.
[5] mounted looking down cameras to a poll on a robot.
With this solution which reduces the field of view, opera-
tors see surroundings, but also a robot. It helps operators
understand relations between surroundings and a robot with
no estimation, however this system can work only in high
ceiling environment because of a tall pole, so that this method
cannot adapt in low ceiling disaster site.

Several studies have been made on creating virtual bird’s-
eye view images from multiple cameras to solve ceiling
problem. These studies mounted multiple wide view cameras
on a car, and created a top view from these cameras by
image processing using geometric transformation [6], [7],
[8]. These methods have already been practically used as
park assist systems in some cars [9], [10]. Virtual bird’s-
eye view images can show the surroundings of a robot
as bird’s-eye-view images so that operators can understand
relations between surroundings and a robot more easily. In
addition, Virtual bird’s-eye view enables to work in low
ceiling environment. Based on these advantages, we also
mount multiple fish-eye cameras on a robot and create bird’s-
eye view images. The clear difference between our proposal



and bird’s-eye view park assist system is use. Park assist
system is used for only parking. On the other hand, our
proposal system is used for various purposes needed in
teleoperation. It means that creating bird’s-eye view is one of
the functions and purposes in our method. Our system also
provides other images by using multiple fish-eye cameras.

Several studies used spatio-temporal data of single camera
and create a view from rear above [11], [12]. These studies
mounted a GPS and a camera on the front of a robot, stored
images as spatio-temporal data by synthesizing localization
result. Bird’s eye-view images from rear above was created
by showing a past image and pasting robot CG on a current
position in a past image. Spatio-temporal captured data can
be reused so that it can extend and compensate the area
which is not captured at current time. For the reasons above,
we also create bird’s-eye view as spatio-temporal data.

These studies reduce blind spots, however the problem
which we have to also consider is practical use. When USAR
robots are used in disaster sites, many troubles have to be
considered such as camera broken and network disturbance.
These troubles often cause images not available so that
recovering these missing images is very important. Using
multiple cameras can reduce the risk of no view, so that we
create bird’s-eye view from multiple cameras.

In summary, considering missing images is very important
even though reducing blind spots and showing a relation
between surroundings and a robot is also important. Past
information can be reused to recover missing images so that
we propose creating bird’s-eye view images from multiple
fish-eye cameras as spatio-temporal data. It develops teleop-
eration more robustly.

III. PROPOSED METHOD

We propose a method to construct bird’s-eye view images
using spatio-temporal data from multiple fish-eye cameras.
To create a bird’s-eye view images, first we capture images
from multiple fish-eye cameras. Fish-eye images are rectified
from fish-eye images to perspective images by spherical
mapping, then transformed to bird’s-eye view image by
perspective transform. We combine each bird’s-eye view
image to a bird’s-eye view image.

After creating bird’s-eye view image, it is stored as spatio-
temporal data by synthesizing localization data and time data.
If some parts of images are not acquired, this method com-
pensates for parts by reusing past stored spatio-temporal data.
Finally, compensated bird’s-eye view images are displayed
to an operator.

A. Rectification
Fish-eye camera has wide angle that produces strong

visual distortion. Because of the wide view, we can capture
under region images even if lens orientation and ground are
parallel. An example of captured images are shown in Fig.
2(a). To recognize images easily, spherical mapping is one
of the methods to rectify fish-eye images to pinhole images
[13]. It can change the area of rectification. Front image is
shown in Fig. 2(b), left image is shown in Fig. 2(c), right
image is shown in Fig. 2(d).

(a) Fish-eye image (b) Pinhole image (center)

(c) Pinhole image (left) (d) Pinhole image (right)

Fig. 2: Example of capture image and rectification.
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Fig. 3: Perspective transform.

B. Perspective transform

To create bird’s-eye view images from each camera, we
use a perspective transform. Geometric transformation be-
tween real camera and virtual camera is shown in Fig. 3.
First we consider the relation between local coordinate
L = [x, y, z]

T and real camera coordinate P = [u, v]
T .

This relational expression is described by using homography
matrix H (3×4), that is to say, there is a relational expression
between a matrix which includes local coordinate PL =
[x, y, z, 1]

T and another matrix which include real camera
coordinate Pr = [u, v, 1]

T as follows:

Pr = HPL. (1)

Then if we postulate projection plane is z = 0, the
expression is more simpler as follows:
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Fig. 4: Combination Procedure.

In the same way, the relationship between matrix which
include real camera coordinate and a matrix including virtual
camera coordinate Ph is described as follows:

Ph = HhP̃L, (3)

where Hh is also homography matrix when projection plane
is z = 0. Then we obtain a relation between real camera
coordinate and virtual camera coordinate as follows:

Pr = HrH
−1
h Ph, (4)

When a bird’s-eye view image is created, it must be noted
that we must consider all of the virtual camera positions and
orientations are similar.

C. Combination

Figure 2 shows an example of combination part. After
creating bird’s-eye view images, we combine these images
together and create a bird’s-eye view. To calibrate each
virtual camera, we put squares such as checker pattern on
the ground. Each camera has overlapping regions so that
each image has shared some squares. These squares should
be in the same position in combined bird’s-eye view. We
calibrate bird’s-eye view by using this characteristic. After
calibration, overlapped regions of each image are separated.
Finally a robot image which is taken at top is pasted in the
combined bird’s eye-view image.

D. Spatio-temporal data

In order to store bird’s-eye view image as spatio-temporal
data, getting time and localization are needed. Spatio-
temporal bird’s-eye view stores past images to a database,
however local coordinate moves with a robot moves. Due to
the reason, global coordinate system G is defined when a
robot starts moving. We consider global coordinate PG =
[x′, y′]

T and a matrix which includes global coordinate
P̃G = [x′, y′, 1]

T . To estimate localization, dead reckoning is
a simple method, however errors are caused by slipping. To
consider this error, we also use a laser range finder which is
one of the distance-measurement sensor. It gives translation
vector t and rotation matrix R by applying current range

t=0

NULL

G

L

GP

),( tD GPI
Database

Fig. 5: Database of spatio-temporal data.

scan data and previous data to ICP (Iterative Closest Point)
algorithm [14], [15]. Then local coordinate can be transferred
to a global coordinate as follows:

P̃G =

[
R t
0 0

]
P̃L. (5)

By using this expression, current bird’s-eye view images
I(x′,y′,t) which have color data such as RGB is stored as
spatio-temporal data ID(x′,y′).

E. Compensation

Spatio-temporal bird’s-eye view image is created from a
database. The database has a size ds, and data is updated as
a robot moves. Outline of the database is shown in Fig. 5. It
compensates current bird’s-eye view images if images have
missing areas.

Note that when missing areas are detected, operators
should understand troubles before compensation. Because
spatio-temporal data is created at the other robot position and
time so that compensated bird’s-eye view images sometimes
confuses operators. To avoid this confusion, our method
displays a message before compensation.

If there is past spatio-temporal data in a database, it is
overwritten by latest data. Because a latest data has minimum
error of localization. In addition, the data saves memory
resource. Finally compensated current image I(x′,y′,t) is
displayed to an operator.

The algorithm for storing and compensation is as follows:

Algorithm 1 Storing and Compensation

for x̃ = −ds/2 to ds/2 do
for ỹ = −ds/2 to ds/2 do

if I(x′,y′,t) =NULL && ID(x′,y′) ̸= NULL then
I(x′,y′,t) ⇐ ID(x′,y′)

else
ID(x′,y′) ⇐ I(x′,y′,t)

end if
end for

end for



IV. DEMONSTRATION OF BIRD’S-EYE VIEW

Toward a more practical use of USAR robot, we integrated
our bird’s-eye view system with a USAR robot teleoperation
system in Anti-disaster Unmanned System R&D Project of
the New Energy and Industrial Technology Development
Organization (NEDO) . In a demonstration of the project,
we showed the effectiveness of bird’s-eye view.

A. Environment

A USAR robot which was developed in Anti-disaster
Unmanned System R&D Project is shown in Fig. 6(a), and
an example of teleoperation is shown in Fig. 6(b). The left
image is frontal view image with laser range finder data.
Right image is our bird’s-eye view image, and bottom images
are past captured images.

Four multiple fish-eye cameras (NM33, made of OPT
Corporation) which have 180◦ view and 15 fps maximum
frame rate look each direction, and a LRF (UTM-30LX,
made of HOKUYO Corporation) are mounted on the robot.
The height of the robot is 70.0cm.

An original resolution of fish-eye image (Fig. 7(c)) is
640× 480 pixel, and we created bird’s-eye view image (Fig.
7(d)) which has 500 × 500 pixel. Graphical user interface
obtains the bird’s-eye view images at 9 fps by wireless
network.

Environment in the demonstration is shown in Fig. 9(a).
The robot which has a width of 65cm moves narrow path.
The width of path is 80cm so that moving with no collisions
is difficult. Teleoperation using only front images can hardly
move this narrow path, and collisions sometimes make
troubles. Due to the reason, demonstration without bird’s-
eye view was never conducted.

B. Result

Figure 7 shows an example scene of the demonstration.
The robot had gone through the path 2 times with no colli-
sions. Before the demonstration, we tested same experiment
4 times, which was also no collisions. This is because bird’s-
eye view images can show a relationship between the robot
and environment. It means bird’s-eye view improves collision
safety of a rescue robot in narrow disaster site.

In addition, we conducted another experiment which eval-
uates the accuracy of positioning. Six examinees teleoperated
the robot one time. The robot moved straight at stop line 4
meters along ahead and stop at the line. First an examinee
teleoperates with bird’s-eye view and front view. Second
the examinee teleoperates with only front view. The result
is shown in Fig. 8. It clearly shows that bird’s-eye view
improves the accuracy of positioning of the robot. Distance
error is less than 10cm when examinees used bird’s-eye view.
The result indicates two types advantage of bird’s-eye view.
One is the same advantage mentioned above that bird’s-eye
view images can show a relationship. The other is bird’s-eye
view can show surroundings with no blind spots. Frontal
image cannot show under regions because the angle of view
is low so that stop line is disappearing when robots come as
near the line.

(a) USAR robot (b) Graphical User Interface

(c) Fish-eye images (d) Bird’s-eye view image

Fig. 6: Teleoperation system of USAR robot and an example
of original fish-eye images and bird’s-eye view image.

(a) Narrow path (b) Effective scene of bird’s-eye
view image

Fig. 7: Demonstration result.
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Fig. 8: Evaluation of distance error to a stop line. Error bars
indicate standard deviation.



V. EXPERIMENT

In an experiment, we make certain that spatio-temporal
bird’s-eye view images are created robustly even when some
of images are missing. We consider the case that rear
camera images are not acquired because of some troubles.
USAR robot is the same one which we performed in the
demonstration.

A. Environment

The USAR robot is shown in Fig. 9(a). Difference in the
demonstration is a position of LRF. We mounted a LRF
on top of the robot.We teleoperated robot in the room. An
example of teleoperation scene is shown in Fig. 9(b). The
robot moved down straight hallway shown in Fig. 9(c).

An environment map and captured positions is shown in
Fig. 9(d). In this experiment, the robot goes 4m, and capture
the bird’s-eye view image every robot goes 1m.

Figure 9(e) shows our graphical user interface. It can
change the view to bird’s-eye view image, each fish-eye
image, and each rectified image by touching button. We use
touch panel type PC so that it’s very easy to change a view.
In case camera positions and orientations are changed due
to some troubles such as collision, the system can support
to recalibrate the bird’s-eye view parameters instantly.

In this experiment, bird’s-eye view images are created
from high resolution fish-eye images (1536 × 1536 pixel).
It makes high quality images, however computation time is
increased. Graphic user interface obtains images at 4 fps.

B. Result

The main result is shown in Fig. 10. Vertical axis are
arranged in each item. First from the top is the front view
which is made by rectifying a fish image. This is a one of
the advantages of a fish-eye camera. That is to say, fish-eye
camera image is not only used to create the bird’s-eye view
images, but also various images needed for teleoperation.

Second from the top is the case which bird’s eye-view
images are created from all of cameras. There is no troubles,
however if some of images are not acquired, bird’s eye-view
has blind spots as third from the top. We have to consider
many troubles in practical use like this case. Forth from the
top is a spatio-temporal bird’s-eye view which we propose.
Horizontal axis are arranged in a position of the robot.

Now we discuss the spatio-temporal bird’s-eye view. In the
0m position, there is no spatio-temporal data to compensate
missing parts of rear image so that there is no compensation.
However, this is not a serious problem because this situation
happens only when the robot starts to move.

In the 1m position, some of missing parts are compensated
even though still there are missing parts. This is just because
still there are no stored data, however it is not a big problem
because the robot just started moving.

On the after 2m position, all of missing parts are compen-
sated. The result shows that spatio-temporal bird’s-eye view
can show images robustly even when some parts of images
are not acquired. Effective scenes of spatio-temporal bird’s-
eye view occur when rear camera is broken at narrow path.

(a) USAR robot (b) Teleoperation

(c) Environment

Teleoperation room

System

Operator
Door

Hallway

Robot

4m

3m

2m

1m

0m

(d) Map

(e) Graphical user interface

Fig. 9: Teleoperation system and experimental environment.

Crawler type of USAR robot does not distinguish between
front and rear so that USAR robot can go back safely by
using spatio-temporal bird’s-eye view images which com-
pensate rear view images.

Spatio-temporal bird’s-eye view shows surroundings ro-
bustly. However, there is a problem which we should solve
as future works. Spatio-temporal bird’s-eye view shows an
incorrect image on the 3m position. Thw view shows the
black edge of a door, but normal bird’s-eye view does not
show the edge. This problem is caused by the error of
localization. In featureless environment such as this hallway,
ICP algorithm does not work well. We should have to
consider more types of localization method, or constructing
new methods.

VI. CONCLUSION

In this research, we propose a method to construct spatio-
temporal bird’s-eye view images using multiple fish-eye
cameras. We stored bird’s-eye view images with localization
and getting time as spatio-temporal data. If bird’s-eye view
images have blind spots, spatio-temporal data compensates
these spots. It develops teleoperation more robustly.
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Fig. 10: Result of images. Bird’s-eye view images are created from four cameras so that if images are not available, there
are blind spots. Spatio-temporal bird’s-eye view compensates these blind spots by using past stored images.
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