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Abstract. This paper presents a face tracking system for evaluation of
health care service for elderly people in a care house. As face can show
patient’s smile and emotional response, it can be used for evaluation of
the quality of health care and treatment provided to each patient, and
therefore can be used to improve the quality of care. The conceptual sys-
tem consists of cameras fixed in the environment to provide information
about each person’s location and face direction, and moving cameras for
tracking the faces. To prove the concept, a system with 5 fixed Kinects
and a quadrotor was set up to cover the area and track one person The
experiment shows that the system can control the quadrotor to follow
the movements by the person. By attaching a wireless camera to the
quadrotor, facial images can be obtained from the system, proving the
validity of tracking.
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1 Introduction

In health care practice, the quality of the health care should be regularly as-
sessed in order to maintain the quality of the care as well as adjusting measures
to improve the performance. According to Donabedian Model [1], care can be
evaluated according to their structure (organization, facility, and staff), processes
(activities), and outcomes (symptoms, rate of reoccurence, etc.) Therefore, by
observing the activities during health care and treatment as well as the outcome
on the patient’s expression, quality of the care can be evaluated. An example of
health care provided to elderly people in care house is taken into consideration.



Traditional method for evaluating the cares quality involves caretakers observ-
ing the patient’s face for the smile and emotional responses. As the number of
patients per staff is high, staff have difficulty in continuously observing patients
while providing care. It is also necessary to record the activities and interactions
between patients and caregivers as well as among patients to understand their
social relationships. An example of Media Therapy is practiced with dementia
patients, in which patient, family members, care managers and caregivers sit
together around the table and pictures of important events in the past (for ex-
ample wedding ceremony) are shown on the screen and they have discussion on
the topic. Facial expression on the patient’s face is recorded and evaluated by a
camera placed on the table. Without movements, placing camera on the table is
enough for recording the patient’s face, but not interaction with others. There
are also other therapies which include movements of patients and placing camera
on the table cannot guarantee that face will always be recorded. Therefore, a sys-
tem for tracking and recording person’s position and face, both for the patients
and the caregivers, in an area is important. The recorded video and images can
be used for further analysis and as a part of the report by caregivers to transfer
their observation on the patients to other caregivers in different shifts, giving
them a hint on what needs to be carefully observed from the patients in the
next shift. Care managers can also use the video to judge each caregiver if they
did the right practice or not.

In order to achieve the record of people’s faces and positions, a tracking sys-
tem is required. There are a number of publications about systems for tracking
people’s positions, such as W 4 [2], and a system of multiple stereo cameras [3],
without the effort on tracking people’s faces. Face tracking at a distance some-
times uses the technique of multi-camera active vision system, in which wide
field-of-view (WFOV) cameras detect and locate people while narrow field-of-
view (NFOV) cameras are actively controlled to capture high-resolution faces
by using pan-tilt-zoom (PTZ) commands. Examples of systems utilizing this
method for face tracking are described in [4,5]. Face tracking can be achieved,
but with the NFOV camera set in one direction, tracking is limited to the case of
person walking in one direction, i.e. towards the camera. There are also robots
tracking human beings and their faces [6,7,8], but the person to be tracked must
be in front of the robot before tracking can begin. We also proposed a system of
one depth-sensor and a flying quadrotor for tracking a person’s face in [9]. This
work expands the system to utilize multiple depth-sensors to enable tracking of
the person in wider area and more various movements.

2 Problem Statement

Considering the application of recording the patient’s face while receiving health
care, a camera is required to be in front of each patient. The camera should be
at appropriate angle and distance to ensure that the obtained face can be used
in evaluation. The following assumptions are applied to the system:



• The environment (room and cameras’ positions) is not changing during the
tracking process.

• There is only one person in the area.

• The movement of the person being tracked is smooth and not too fast at
standard speed (approximately around 1 m/s).

• The behavior of the person’s face looking up and down is not considered.

• The person being tracked turns with the whole body, not by turning only
his/her head.

3 System Design

3.1 Utilization of Cameras and Camera Configuration

Tracking position in indoor environment by using cameras was chosen as no
device needs to be carried by the person or object to be tracked. The price is
also relatively cheap. Accuracy is not so high but enough for the application.
Depth camera was selected as it can provide 3D information of the positions.

Cameras can be configured for tracking in various methods. Utilizing only
environmental cameras fixed in the environment is simple to implement, but
requires large number of cameras in order to completely cover the whole area.
Utilizing only moving cameras that follow the movement of people can ideally
reduce the number of cameras down to one camera per person. However, search-
ing for the person is required before tracking can begin, and it is necessary to
search every time tracking is lost. Therefore, we propose to use the combination
of both environmental cameras and moving cameras. Environmental cameras
provide the information about the location and direction of each person as well
as the position of each moving camera, while moving cameras use the infor-
mation to move to the position where they can capture facial images at better
quality. This method reduces the number of required cameras, as the environ-
mental cameras do not need to see the face. Searching is also replaced by the use
of position information from the environmental cameras. Moving cameras can
also get closer to the faces and therefore give images with higher resolution.

3.2 System Overview

The system uses the combination of environmental cameras, depth cameras
placed at fixed locations and orientations, and moving cameras, small cam-
eras attached on moving robots. Environmental cameras provide information
about each person’s position and direction, as well as each moving camera’s po-
sition (Fig. 1a). This information is used to set up the goal for each moving
camera where the face of each person can be captured, i.e. in front of the person
at an appropriate distance (Fig. 1b), and control the moving cameras so that
they move to the goal position (Fig. 1c).



(a) Person’s posi-
tion/direction & mov-
ing camera’s position is
detected

(b) Goal is set for the mov-
ing camera

(c) Moving camera is navi-
gated to the goal

Camera Person Moving camera

Fig. 1: Concept and steps of the system

4 Experiments and Results

4.1 System Implementation

The system was constructed in our laboratory as a test for the validity of the
design. Xbox Kinect sensors were chosen as the sensor for acquiring depth infor-
mation in the role the environmental cameras. Aerial robot was picked up for the
choice of the robot carrying moving camera as its workspace does not overlap
with human’s moving space so it is more agile. Bitcraze’s Crazyflie 2.0 quadro-
tor [10], shown in Fig. 2, was selected from among other flying robots for the task
of moving camera in this experiment due to its small size and programmability.

Kinects were set up in the selected environment to cover the desired area of
3.0 m by 3.5 m, from the height of 0.7-2.5 m from the floor for both detection
of the person and the quadrotor. Position and orientation of each Kinect was
determined by optimization using the experimental space’s dimension, possible
location of cameras, and model of camera’s field of view (FOV). Simulation was
done to minimize the number of cameras and maximize the coverage of the whole
area by adding one camera at a time. The best result uses 5 Kinects according
to Fig. 3.

The system runs on Robot Operating System (ROS) [11]. The program is
based on the package for Crazyflie control by Oliver Dunkley [12], which pro-
vides the control of the quadrotor by using joystick controller or inputting goal
position via graphical user interface (GUI), obtaining the position of the quadro-
tor by background subtraction on the depth image from a single Kinect. Our
modifications include multiple-Kinect integration, data fusion, human tracking
and controlling based on human’s position and direction.

Human detection and tracking are done by OpenNI library, using ROS pack-
age openni tracker [13]. The package provides approximation of position and



Fig. 2: Crazyflie 2.0

orientation of each joint of the body, and the head’s position and orientation
are used. Data from multiple Kinects are fused together as the head of the same
person if they are close together. The position and orientation of the fused head
are used for setting up the goal for the moving camera to track each person,
1.5 m in front and 0.6 m above for safety and avoiding too direct observation of
a person.

Positions of the quadrotor from different Kinects are also fused together
when they are close together. Due to the size of the quadrotor, it is prone to
false detection. To prevent the system from this false detection, the information
about the number of Kinects observing the same object is used. There is higher
chance that the detected object is real quadrotor and not the noise if there
is more than one Kinect observing this object. Therefore, at the first time an
object is detected, the number of sensors seeing that object is also obtained. If
the number is more than one, it is considered as a real quadrotor, and tracking
starts. If the number is one, it may be a noise. In the next observation, if there
is no observation close to this object, there is high chance that it is a noise and
it is removed from tracking. However, if there is more than one Kinect seeing it
in the next observation, it is a real quadrotor and tracking starts. The number
of quadrotors being tracked is limited to the number of quadrotors being used,
which is known by the user beforehand.

As Kinect sensor utilizes unmodulated infrared light pattern for calculations
of the depth [14], when multiple Kinects are used together in the same area,
patterns overlap each other and pattern from one Kinect interferes with the
patterns of other Kinects, resulting in confusion and loss of depth data in the
intersected area. A vibration unit consisting of a DC motor and an unbalanced
weight, as proposed in [15,16], is added to each Kinect in order to blur the pat-
terns from other Kinects and keep its own pattern clear, as the pattern projector
and receiver synchronously move together. The unit can solve the interference
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(a) Kinect 1
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(b) Kinect 2
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(c) Kinect 3
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(d) Kinect 4
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(e) Kinect 5

Fig. 3: 3D FOV of each Kinect and the region of interest

problem, as shown in Fig. 4 but also creates some disturbing noise. However,
this will be ignored at this moment.

4.2 Experimental Setup

To evaluate the tracking ability of the system, an experiment with a person,
assuming the role of a patient, moving inside the area according to the path
shown in Fig. 5 was performed. The person walked along the numbered path,
stopped at the markers on the floor (denoted by dots in the figure), facing in
the direction of the arrows. The path ends in the center of the area, with the
person turning around the point, stopping at around −π

2 , −π, π
2 , and 0 radian

respectively, before finishing at −π
2 radian.

4.3 Results

Figure 6 shows the snapshots of the tracking experiment (quadrotor in the circle).
The video can be found at http://youtu.be/OdvLoFQu5gk. From the video, we
can confirm that the system can control the quadrotor to move and follow the
motion of the person inside the designed area.

http://youtu.be/OdvLoFQu5gk


(a) (b) (c)

Fig. 4: Result of interference removal by vibration: (a) without interference, (b)
with interference from other Kinects, (c) using vibration with interference from
other Kinects

By adding a small wireless camera to the quadrotor and testing the system
again with random path, real facial images could be obtained from the on-board
camera as shown in Fig. 7. Vibration and transmission noises were present so
the quality of the video was not so high.

5 Conclusion and Future Works

In order to record elderly person’s position and facial images for his/her facial
expression in response to care and treatment provided in health care facility,
a face tracking system utilizing environmental cameras and moving cameras is
presented. The system is implemented by using multiple Kinect sensors, placed
in positions and orientations obtained by optimization, and a small quadrotor.
The experiment showed that with the system, the moving camera could move
to follow the movement of the person inside the designed area. With a wireless
camera attached to the quadrotor, facial images could be obtained by the pro-
posed tracking system. The concept was proven to be effective for tracking of
people’s position and face in indoor environment.

Using quadrotors to move cameras has some drawbacks. Small quadrotors
have quite short battery life (7 minutes without any loads for Crazyflie 2.0)
and even larger quadrotors cannot fly longer than half an hour. Moreover, noise
from the continuously rotating propellors are quite disturbing and can create
the fear of falling and hitting the elderly people. This may have effects on the
facial expression obtained and therefore alter the result of health care evaluation.
In the next development, quieter, less power consuming, and safer helium-filled
blimp will replace the noisy quadrotor. Kinect sensors would also be replaced by
the new technology of 360-degree cameras so that activities and interaction of
elderly people and caregivers can also be recorded.
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