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Abstract— Virtual reality (VR) systems using head-mounted
displays (HMDs) can render immersive views of environments,
allowing change of viewpoint position and orientation. When
there is a change in the position of the viewpoint, different
objects in the scene undergo different displacements, depending
on their depth. This is known as ‘Motion Parallax’ and is
important for depth perception. It is easy to implement for
computer-generated scenes. Spherical cameras like the Ricoh
Theta S can capture an all-round view of the environment in a
single image, making VR possible for real-world scenes as well.
Spherical images contain information from all directions and
allow all possible viewpoint orientations. However, implement-
ing motion parallax for real-world scenes is tedious as accurate
depth information is required, which is difficult to obtain. In this
research, we propose a novel method to easily implement motion
parallax for real world scenes by automatically estimating all-
round depth from two arbitrary spherical images. The proposed
method estimates dense optical flow between two images and
decomposes it to the depth map. The depth map can be used
to reproject the scene accurately to any desired position and
orientation, allowing motion parallax.

I. INTRODUCTION

Virtual reality (VR) aims to virtually insert the viewer
into an environment by rendering accurate images of the
environment using a head mounted display (HMD). Usually,
the head position and orientation is tracked using inertial
sensors of the HMD and the appropriate scene corresponding
to the particular head position and orientation is rendered,
creating an all-round immersive view. Computer generated
VR can render accurate scenes at any head position and
orientation. Changing the head orientation can allow the
user to look in all directions. Meanwhile, changing the head
position can allow the user to look at the scene from various
viewpoints. Under a change of position, objects closer to
the viewer undergo a larger displacement as compared to
objects far away, as shown in Fig. 1. This is known as
‘Motion parallax’, and it forms an important component of
VR systems as it can provide depth perception to viewers,
alongside left-right eye stereo.

Recently developed spherical cameras like the Ricoh Theta
S (shown in Fig. 2) can capture a full 360 degree spherical
image in a single shot. They can extend the capabilities
of VR to real-world environments. However, VR systems
created from spherical images cannot render accurate infor-
mation on a change in the head position. In order to so,
it is necessary to have accurate 3D depth information of
the environment. For computer-generated VR, this is easy
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Fig. 1. Under motion parallax, objects away from the camera undergo
lesser displacement. This is important for depth perception.
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Fig. 2. Spherical cameras like the Ricoh Theta S, that can capture a fully
spherical images in a single shot.

to perform using the known 3D model of the artificial
environment. But for real-world scenes, it is difficult to
obtain 3D information. Hence, motion parallax is not easy
to create. In the absence of such motion parallax, the user
can become disoriented as the scene does not change as
expected by the change of position [1], [2] also validated
experimentally that motion parallax is required for perceiving
depth, especially for real world scenes.

In this paper, we propose a new method to create a motion
parallax effect by automatic generation of depth from two
spherical images clicked at arbitrary, displaced positions in
a given environment. The image capture can be done by
hand at arbitrary positions. Our system can process the two
arbitrary spherical images and refine them to a rectified stereo
image pair and simultaneously estimate the depth map based
on the dense optical flow between them. Once the depth map
is estimated, virtual images at any position and orientation
can be created through fast pixelwise interpolation, allowing
head-motion parallax at real-time speeds.

II. PREVIOUS RESEARCH AND OUR APPROACH

Many methods attempt to resolve this problem by cap-
turing depth information using stereo panoramic images [3].
The two camera positions can be calibrated using a checker-
board. In spherical images, corresponding pixels lie along
epipolar circles, as explained in [4]. Once the camera posi-
tions are known, the depth map can be easily generated by
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Fig. 3. If the cameras are displaced vertically, all pixel movements are in
the vertical direction in the equirectangular projection.

searching for corresponding pixels along the epipolar circles.
However, this requires the use of more than one camera.

Instead, [5] attempted to displace a single spherical camera
in the vertical direction. On expanding the spherical images
to the equirectangular projection, all the epipolar circles on
the sphere collapse to vertical lines in the equirectangular
projection, as shown in Fig. 3. They were able to estimate
the depth map easily by searching for corresponding pixels in
the same vertical line. Using a similar concept, [6] attempt
to use a single spherical camera displaced in the vertical
direction. They perform depth map estimation using the
known camera positions in a manner similar to [5]. The
depth map is then used to generate virtual images at any
head position, inducing head-motion parallax. In all these
methods, the camera positions are restricted to allow easy
capture of 3D information. Hence, these methods are not
generalizable and depend on precise mechanical alignment
of the camera, which is difficult to achieve.

[7] also used a vertically displaced orientation and used
feature detection and matching to correct for the errors
of this vertical displacement. However, feature detection
and matching is not easy in distorted spherical images and
there can be many mistakes. The presence of even a few
mistakes can lead to a large loss of accuracy in sparse
feature-based methods. Instead, [8] used dense optical flow
to estimate the epipolar geometry of two perspective images.
They obtained very accurate results based on the fact that
dense optical flow algorithms try to estimate a smooth flow
field, removing individual outliers. They can not only provide
accurate camera geometry, but also provide the depth map
in terms of the disparity of each pixel.

Thus, in this research, we use the vertical rectification
scheme of [6] along with the optical flow based depth map
estimation proposed in [8] in order to render virtual images
for VR with head-motion parallax. The benefit and novelty of
our method, unlike [6], is that it can process any two images
clicked at arbitrary positions, without any user intervention.

III. OVERVIEW

As input, our approach uses two spherical images clicked
in the desired environment with translation between them.
A translational distance of atleast more than 1/20th of the
average scene depth is required for accurate parallax. The
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Fig. 4. Overview of the proposed approach

images can be clicked by hand as well. The translation can be
in any direction, but best results are obtained by translating
approximately in the vertical direction, as the accuracy is
the highest at all points located perpendicularly from the
direction of translation.

Our system consists of two steps. One is the preprocessing
step in which the two spherical images are rectified using
an iterative procedure based on dense optical flow. We take
advantage of the complete spherical field of view, i.e. the
property that they can be rotated to any orientation without
loss of information. The two arbitrary spherical images are
rectified to an equirectangular stereo pair through multiple
image rotations, via an iterative minimization based on the
equirectangular optical flow field. This step simultaneously
estimates the 5 DoF epipolar geometry and the dense depth
map.

In the second step, this dense depth map is utilized
to reproject one of the images, pixel-to-pixel, to a virtual
image at any desired position and orientation. It can then be
unwarped at any direction, providing the perspective image
from that viewpoint. An overview of our approach is shown
in Fig. 4.

V. OPTICAL FLOW-BASED DEPTH MAP GENERATION

The first step in our approach is to preprocess the two
images and generate a depth map. We use an optical flow-
based, iterative technique based on the vertical displacement
approach used in [6], as shown in Fig. 3. Spherical images
are not easy to store and handle in memory as they do
not exist on a regularized grid. Instead of complicated
spherical image processing, our method can naturally handle
the distortion of spherical images on a planar equirectangular
grid. We make use of dense pixel motions in an iterative
minimization to rectify the two arbitrary images to this
rectified arrangement, simultaneously estimating the epipolar
geometry and the disparity.

Since spherical images have information from all direc-
tions, they can be rotated to any orientation without loss
of information. It can be seen that an arbitrary spherical
camera motion in space differs from this arrangement only
by rotational transformations. On knowing the precise 5 DoF
epipolar geometry, first the rotation between the two images
can be corrected by aligning them to the same orientation.



Following this, they can both be rotated in order to align
the translation vector in a vertical direction, as shown in
Fig. 3. In this arrangement, the equirectangular images of
both should have all pixel displacements aligned in a vertical
direction - which can be checked using dense optical flow.
Thus, we try to estimate the epipolar geometry that best fits
the desired vertically oriented dense optical flow field. The
pipeline is given below, as shown in Fig. 5.

Given two spherical images in the equirectangular format,
I, and I», arbitrarily displaced by a translation vector t
and rotation matrix R, we first project each pixel (u,v)
of each equirectangular image to its spherical unit vector
X = [7,y,2]T to form their respective spherical images
S1 and S,. Since the translation vector t only represents
a direction, it can be represented in 2 DoF as (6,9).
Meanwhile, the rotation matrix R is represented as three
euler angles («, §3,7). Thus, G = («, 8,7, 0, ¢) are given as
the parameters to be optimized in the minimization (in order
to implicitly enforce 5 DoF on the epipolar geometry). The
images are rectified as follows: First, Ss is derotated to the
same orientation as Si:

-1
Sa1 = R xSy = (Rx(a)Ry(ﬂ)Rz(’Y)) X Sa, (1)

where S ; indicates S; in the same orientation as 57, and
R.(a), Ry(B), and R.(y) denote the individual rotation
matrices along the z, y, and z axes. Following this, we
compute R, the rotation matrix that rectifies both images to
a vertically displaced orientation. The translation vector t is
expressed in cartesian coordinates from (6, ¢). The angle {2
between the translation vector t and the vector n = [0,0, 1]7,
which is the vertical direction, is calculated as:

t-n
Q = arccos [ —— . )
(|t||n|)

The axis of rotation a is the cross product of t and n:
a=txn. 3

Thus, R, can be written as a rotation matrix of angle {2
around the axis a:

R, = Ra.(0). (G))

Finally, both images are rotated by R, to the rectified
orientations, Sy, and Sy, and thereafter expanded to the
equirectangular projection for refinement.

Sl,r = Rv X 51, (5)
Sor =Ry x S21. (6)

All rotations are done pixel-wise between equirectangular
images after projecting each pixel (u,v) to its spherical unit
vector X = [x,y, 2|7, with bilinear interpolation to fill the
gaps due to discretization of pixels. Thus, I; and I, are
converted to two rectified equirectangular images I; , and
I, via multiple rotations. We denote the equirectangular
pixel coordinate system in the rectified state as (u;,v,). The
dense optical flow field f(u,,v,) is computed between I,
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Fig. 5. Rectifying a pair of spherical images with arbitrary motion

and I ,. In order to rectify the two images, the following
minimization is defined on the horizontal component of the
optical flow field: f,(u,,v,).

> fultg,v,)?. (7)

uY‘)UT)

minimize
G=(B.7.0:0)

This minimization can be solved using the Levenberg-
Marquardt approach [9] as a non-linear least squares prob-
lems, as is commonly used for most dense image-based
approaches. Since an initial value is required, we use A-
KAZE [10] feature points to initialize the epipolar geometry
estimate, as described in [11]. In this research, we used the
Deepflow [12] algorithm to compute the dense optical flow
between I; ,. and I, ,.. Since the dense optical flow needs to
be computed in each iteration, it could become very time-
consuming. In order to avoid this, we simply reproject the
dense optical flow state in every iteration based on the first
computation. Since the images in successive iterations are
only related by spherical rotational transformations, it is easy
to track pixel movements.

At the end of the minimization, all dense pixel motions are
oriented vertically. We denote this vertically oriented optical
flow field as £, (., v;-). Its magnitude component |f, (w,., v,.)|
is nothing but the disparity of pixels and directly forms the
depth map of the environment. Thus, in this manner, the
dense optical flow pattern between the two spherical images
can be rectified to satisfy the vertical alignment of Fig. 3 and
hence be decomposed to the depth map of the environment.
Using this depth map, 3D positions of all pixels can easily
be triangulated and then reprojected to any desired position
and orientation as described in the next section.

V. VIRTUAL IMAGE GENERATION BY REPROJECTION

Generation of the depth map takes around 100s for
equirectangular images of resolution 1000 x 500 pixels as
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Fig. 6. Estimating the 3D position of each pixel from the depth map

it is a time-consuming, iterative process. However, it is
intended as a preprocessing step. Once the depth map is esti-
mated, virtual images can quickly be generated through a fast
pixelwise transform. We reproject the depth map to render
virtual spherical images at any position and orientation t,;,
and R,;,.

First, we estimate the 3D location P of each pixel u; on
I;. In the rectified image Iy ,, the radius r(u,,v,) of each
pixel can be calculated from its disparity |f,| as follows.

The angular distance of (u,., v,-) from the topmost point of
the sphere (i.e. the epipolar point in the rectified alignment) is
= =T The magnitude of f, on the equirectangular image is
a difference of latitudes on the sphere, and can be converted
to the angular disparity on the sphere as follows:

f x
T
where K is the height of the equirectangular image.

As seen from Fig. 6, the law of sines gives the radius r
of 3D point P:

dy ®)

sin( 227 + dy)
sin(d,)

The translation magnitude |t| can be set as 1 without
loss of generality. Following this, each pixel on the rectified
orientation, r(uw,,v,) is multiplied with its spherical unit
vector X to give its 3D location P and rotated back by R,,”
to its original orientation, to that of I (u,v).

Now, we have P(u,v), the 3D locations of every pixel
in ;. Our objective is to reproject these 3D coordinates
to a virtual image [,;. at position and orientation t,;,. and
R,;-. We transform P(u,v) by the transformation matrix
[Rvir |tvir] .

€))

r(up,v,) = [t X

Pvir = [Rvir|tvir] x P. (10)

Then, the point P,;, is reduced to its spherical unit vector
X,ir as seen from the virtual image as follows:

R — Pvir
VT |Pm'r|
Finally, Sy (Xyir) is converted to the desired virtual

equirectangular image I,,;, (W, ). Thus, a pixelwise mapping
from I; to I,;. is developed:

(1)
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Fig. 7. Pixelwise Reprojection Pipeline from I to I,

Il(ul) — Ivir(uvir)~ (12)

If this pixel-wise transform is performed directly, it can
create gaps in the virtual image as some pixels of I; will be
stretched and some will be contracted. A perfect mapping of
all pixels from I; to I,;. cannot exist due to the distortions
present in them. Hence, this transformation is implemented
as an image warping that incorporates interpolation in order
to fill the gaps. The entire pipeline of this pixelwise repro-
jection is shown in Fig. 7.

Thus, using our method, virtual equirectangular images at
any position and orientation can be created. This allows not
only a change of orientation, but also the position of the
viewed image. The use of the estimated depth information
allows accurate rendering of the scene from any position, al-
lowing motion parallax, as demonstrated in the next section.

VI. EXPERIMENT

In order to demonstrate the effect of the proposed motion
parallax technique, an experiment was conducted in a clut-
tered room. The Ricoh Theta S spherical camera was used to
capture two spherical images, displaced along an arbitrary,
approximately vertical direction. The two images are shown
below in Fig. 8.

The dense optical flow between the images was estimated
using DeepFlow [12] and rectified to generate the depth map.
The initial and rectified states of the dense optical flow are
shown in Fig. 9 and the resultant depth map is shown in
Fig. 10.

Virtual images were generated under a number of transla-
tions and rotations and a small area was unwarped to form a
perspective video, to be rendered on a VR display, as shown
in Fig. 11. Some frames from the resultant video' are shown
below in Fig. 12. Specifically, three sequences of frames
showing leftward, upward, and forward camera translation
are shown in top-to-bottom sequences. In addition, a split-
channel overlay combining all three frames is shown at the
bottom of each sequence to clearly visualize the motion
parallax. It can be noticed that the bookshelf away from
the camera undergoes a much lesser shift as compared to
objects closer to the camera, located near the edges. The
results show an accurate, natural looking motion parallax.

IPlease refer to the video attachment for a clearer demonstration of the
motion parallax effect. Also available at: https://youtu.be/6VqeOmBgOBA



(b) Image 2

Fig. 8. Two spherical images were captured in a cluttered room, displaced
along an arbitrary, approximately vertical direction

(b) Rectified State

Fig. 9. (a) Initial state of the dense optical flow between the two images and
(b), the final, rectified state showing vertically aligned optical flow vectors

Fig. 10. Resultant depth map, generated from rectifying the dense optical
flow

Fig. 11. Virtual images were generated under a number of translations and
rotations and a small area was unwarped to a perspective view to form a
perspective video.

The reprojection was possible at 5 frames per second for
equirectangular images of resolution 1000 x 500 pixels on a
2.8 GHz CPU, without any parallel processing.

VII. DISCUSSION AND CONCLUSION

In this research, the aim was to augment VR systems
based on spherical images with a motion parallax feature.
This was done by estimating depth from two spherical
images captured in the desired environment. Unlike previous
methods, our method can generate a depth map under any
arbitrary camera motion by decomposing and rectifying the
optical flow field between them. The depth map of the
environment was extracted from the optical flow and used
to reproject one of the images to any desired position and
orientation. This provided the necessary depth information to
achieve a motion parallax effect. Experimental results in a
cluttered environment showed accurate and natural-looking
motion parallax using only two arbitrary spherical images
and no additional information.

However, one drawback of our method is that the real-
world scale cannot be estimated and must be manually
adjusted to give natural-looking parallax. Moreover, it must
be noted that while the range of possible orientations is
unlimited, the set of possible positions for an accurate,
natural motion parallax is limited to be close to the original
positions of the input images. This is because if the camera
moves too far away, regions that were occluded in the two
images can come into view. Such regions cannot be rendered
properly as the information from those regions is unknown.
In order to solve this, multi-view depth map estimation is
necessary, which will be our future work.
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