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Abstract— Increased health damage caused by ashestos has
become a problem recently. Removal of ashestos contained
in building materials and rendering it harmless is a com-
mon means of alleviating asbestos hazards, but that process
necessitates a judgment of whether asbhestos is included in
building materials. According to an official method, particles
and asbestos must be counted in a sample to judge whether it
contains ashestos. This work is performed visually and requires
enormous amounts of time and effort. Consequently, automated
counting using background subtraction is proposed for rapid,
highly accurate analysis. However, the method does not enable
accurate counting because of noise included in a background
image. This study is intended to improve the accuracy of
counting particles through noise removal using a Gaussian filter.

I. INTRODUCTION

Health hazards such as malignant mesothelioma from
exposure to asbestos have become a problem. As a measure
against growing asbestos problems, asbestos analyses to
check asbestos contents in building materials are performed
widely. Dispersion staining is a qualitative analytical method
to assess whether asbestos is contained in building materials.
According to an official method [1] to assay three kinds of
ashestos used commercially, it is necessary to make nine
samples and count 3000 particles by microscopic observation
from three samples that have been stained by immersion in
liquid. Part of one such photomicrograph is presented in Fig.
14

Fig. 1. Example of microscopic appearance of asbestos

Counting particles and asbestos is performed visually (Fig.
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2). Tt requires enormous amounts of time and effort. This
process particularly makes asbestos analysis onerous and
costly.

Fig. 2. Expert on counting particles and asbestos

There is a literature reported detecting cells in micro-
scope images [2], but it is difficult for images containing
variously shaped particles to use the method that depends
on target shape.Noise removal and binarization are used for
automated counting of pollen [3] and screening of Bacillus
thuringiensis [4] to support analyses that are both rapid and
highly accurate. Therefore, automated counting [5] using
these approaches with background subtraction is proposed.
However, the variance of some errors resulted from counting
particles is large because of noise contained in a background
image, the method does not enable accurate counting. The
present study is intended to improve the accuracy of counting
particles using image processing, We remove the noise using
a Gaussian filter for a background image. Section 1T describes
an automated counting method using background subtraction
and a Gaussian filter.

1. THEORY
A. Auwtomated Counting using Background Subtraction

1) identification of candidate regions of particle
We convert an original image and a background image
(an image whose scanning condition is the same as the
original image and is not contained in a sample) to a
gray scale. Then we execute a labeling processing on
some candidate regions of particles that were identified
by taking subtraction of them. By taking subtraction of
the original image and the background image, which
have similar bias, we can almost entirely offset the
bias. Fig. 3 shows that the bias has properties by which
the pixel value in the center of the image is the largest;
it ratchets down concentrically. There is a literature
reported modeling of the illumination effects [6], but it



is difficult for each microscope image that has different
bias to use the model.

Fig. 4 depicts a flowchart of the automated counting
method and images that are output by it.

Fig. 3. Bias shown in the original image and the background image

Subtract Image

Binary Image

We output the brightness of the original image to pixels
whose difference is greater than 8, and output 0 to the
pixel whose difference is less than 8.

2) detection of particles
We determine a threshold value of every detected can- Fig. 4. Oudine of conventional method
didate region of particles to divide particles of closely
contacted regions; then we binarize them. Here, we
use discriminant analysis method as a threshold value 3, Brighmess Normalization
determination method. Discriminant analysis method
classifies the histogram of brightness into two groups The difference between maximum brightness and mini-
because of a threshold ¢, and determines threshold mum brightness of an image for this study is small. Con-
t whose ratio of interclass variance and intraclass  sequently, we normalize the brightness of the image and
variance is maximum. This method is represented as  expand the dynamic range of the image signal. Therefore, if

-1 255 a brightness range exists whose occurrence frequency is 0 in
Y mlfo- £+ Y m(h - f)? the histogram of the image, subtle brightness changes can be
2 = 4=0 k=t made visible using the overall brightness range (Fig. 5). For
o) = m . .
253 example, brightness normalization is performed to remove
‘go M the influence of the literal image because of heterogeneity for
-1 255 automated recognition and detection of signs in the natural
Y m(k = fo) + Y me(k~ )’ seene {7].
k=0 k=
of(n) = T ;@
X m
where o,% is the interclass variance, 0,2 is the intraclass »

variance, fp is the average of pixel value that is in the g f

range 0 ~ ¢ — | when we binarized the gray scale image g \/
to a threshold ¢, f; is the average of pixel value that is !

in the range t ~ 255, f is the average of all pixel value

in the image, and n; is the number of pixels whose
pixel value is k. Furthermore, we binarize the image
using 7 as a threshold that maximizes the variance ratio,
which is given as

0. 288 - 256
(a) Before transformation (b) Afier transformation

Rot) = gé . 3 Fig. 5. Expansion of brightness dynamic range
Oj
We binarize all candidate regions using the threshold
value determination method. There is certainly a par-
ticle in candidate regions of particles.
3) counting particles

We count particles that were detected using label-

In this work, we use linear wransformation as a means for
brightness transformation. Linear transformation transforms
the input brightness x into output brightness y by

ing processing. Specifically, we perform two-four- y=ax+b. @
neighborheod labeling plus one-eight-neighborhood la-
beling using a raster scan. Fig. 6 shows an example of linear transformation.
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Fig. 6. Linear transformation

Fig. 7(a) shows an example of a background image. Fig.
7(b) shows an image that is normalized by Fig. 7(a).

i

(a) Before normalization

(b) After normalization

Fig. 7. Brightness normalization of a background image

Although Fig. 7(a) resembles a smooth image that has no
particles, Fig. 7(b) is very rough because of noise. We think
that this noise is bias by a light microscope with additional
random noise from the CCD. Because of bias, the brightness
changes smoothly from the inside of an image to the outside.
Bias is offset using background subtraction. The regularity
of bias must be preserved when noise is removed.
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C. Fourier Transform

. By analyzing frequency using two-dimensional Fourier
transform, we evaluate the periodicity of brightness change
depending on coordinates on the image. For example, some
studies have analyzed spatial frequency components of noise
[8]. A two-dimensional Fourier transform figure of the image
Sf(x,y) is presented as

F(u,v) F {£ (xav)’)}
//_wf(x,y) exp{—2x j(ux + vy) }dxdy. (5)

Here, u,v is the spatial frequency. The properties held and
sensations caused by the external surface of objects received
through the tactile sense are called texture. These properties
are obtained using a Fourier transform. The power spectrum
|F|? is defined as (5), which presents the overall properties
of the image.

Fig. 8 shows a power spectrum of Fig. 7(a). The frequency
component that is in the center of the image is the low-
frequency component: more spectrum information that is
outside implies more high-frequency components.

Fig. 8. Power spectrum of Fig. 7(a)

The frequency component in Fig. 8 is uniformly dis-
tributed. Fig. 7(a) shows a large high-frequency component.

D. Using a Gaussian Filter

A background image has high-frequency noise and a bias
whose brightness changes smoothly from the inside of the
image to the outside. We show it by normalizing brightness
of images and analyzing frequencies using two-dimensional
Fourier transform. This paper presents removal of noise using
a Gaussian filter whose kernel size is determined arbitrarily
for a background image and evaluating some errors that



resulted from counting particles by removing noise. A Gaus-
sian filter is used for approximate acquisition of illumination
information in the input image for information extraction that
is robust against illumination changes [9]. A Gaussian filter
in two dimensions smoothes an image according to a Gauss
function that is given as

. 1 4y
G(x,y) = Smgi P (—%3—) ; (6)
where o is given as
o=(5-1)x03+08 ™

in the Open Source Computer Vision Library (OpenCV),
where n depends on the kernel size. Fig. 9 depicts part of a
background image (a) without a Gaussian filter and (b) with
it.

(a) Without a Gaussian filter  (b) With a Gaussian filter
Fig. 9. Part of a gray-scale background image

We can confirm conservation of bias and removal of high-
frequency noise. Furthermore, 10 shows a power spectrum
of Fig. 7(a) for which we used a Gaussian filter whose kernel
size is 3 x 3. We compare Fig. 8 to Fig. 10. The frequency
component in Fig. 10 is concentrated in the center. Therefore,
the high-frequency component in background image Fig. 7(a)
is removed using a Gaussian filter.

Fig. 10. Power spectrum of Fig. 7(a) with a Gaussian filter

Methods of noise removal such as Median filter [10],
dilation and erosion [11] are also used for image processing.
Although they are available for binary images, we do not use
them to remove noise from a target image in this study.

II. EXPERIMENT

A. Steps

1) We use a Gaussian filter for a background image, and
count particles according to section II-A.

2) We consider false positives and false negatives. Then
we evaluate the differences between the counted par-
ticles and actual particles.

3) We show a distribution of counting errors using a
boxplot.

4) We evaluate averages p of the counted particle rate,
false positive rate, and false negative rate, which is
given as

1 & n;
p=100.{]><ﬁ —, (8)

=1 V‘

where N is the number of samples, n; is the number of
counting particles or false positives or false negatives
for the i-th image and v; is the number of actual
particles for the i-th image.

Regarding an evaluation of counting particle rate, classifica-
tion of sample images is presented in Fig. 11 because the
number of particles differs among images.

The number of onginal mages

| I_FT;
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The number of particies in an onginal image
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Fig. 11. Histogram of sample images

We judge true or false counting by comparing an output
image with the image that is counted by an expert. An
example of an image that has been counted by an expert
is presented in Fig. 12.
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Fig. 12. An image for which panicles were counted by an expen

B. Results

Fig. 13(c) shows an output image of automated counting
using a background image without a Gaussian filter. Fig,
13(d) shows an output image of obtained by automated
counting using a background image with a Gaussian filter
whose kernel size is 7 X 7. The number of actual particles
is 74, but particles that were counted using conventional
method (using a background image without a Gaussian filter)
were 95 because of the influence of noise, which is seen
in red and yellow circles. Then the particles counted using
the proposed method (using a background image with a
Gaussian filter) are 88 because of noise reduction that is seen
in these circles; the number of counted particles approaches
the number of actual particles.

Fig. 14(a) shows a boxplot that presents the distribution
of counting errors for the result obtained using background
subtraction using a background image without a Gaussian
filter. Fig. 14(b) shows a boxplot that presents results ob-
tained using a background image with a Gaussian filter. The
distribution of counting errors in Fig. 14(a) is wide overall.
Nevertheless the distribution in Fig. 14(b) approached 0
overall, indicating that the variance of the proposed method
is less than that of the conventional method.

Table I presents the number of counted particles, false
positives, false negatives, and the average counted particles
rate, false positive rates, and false negative rates denoted as
in Eq. (8)

It is good that the counted particles are approximately
equal to the number of actual panicles: 3930 in 105 original
images. The number of false positives and false negatives
are almost 0, and the averages of each counting rate are
near 100%. Furthermore, a sample containing asbestos can
be judged as a harmless sample because of false positives,
we particularly emphasize that false positive data decreased.
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However, the false positive rate of 33.4% is not sufficient,
and it must be improved more.

(a) Original image (b) Background image

(c) An output image obtained using the conventional method

(d) An output image obtained using the proposed method

Fig. 13. An example of output images
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(b) A boxplot of results obtained using the proposed method {11}

Fig. 14. Distribution of counting emmors

TABLE 1
EXPERIMENT RESULTS
w Conventional | Proposed
Result
Counted particles 4960 4372
Counted particle rate (9) [ERK] 1203
False Positive 1471 887
False Positive raie (%) 36.3 334
False Negative 441 431
Average of False Negative faic (36) 123 125

IV. CONCLUSIONS AND FUTURE WORK

This study is intended to improve the accuracy of auto-
mated counting of particles. For removal of noise included
in a background image, we used a Gaussian filter. Results
demonstrate that the accuracy of counting particles was
improved by noise removal. Future works shall determine
the proper parameters of the Gauss function and elucidate
differences in the characteristics of noise and particles.
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