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ABSTRACT

In this paper, we propose an assisting system of touch panel
operation for people with visual disability. In the system,
a user specifies the target button on the panel by verbal in-
put. The system detects the button and user’s fingertip by
analyzing images obtained through stereo camera. Naviga-
tion is made by indicating the direction of the fingertip on
the panel through headphones with sound. To construct an
efficient navigation method, comparisons were made experi-
mentally concerning to indication of the finger motion direc-
tion, choice of navigation sound, and indication of the dis-
tance. The effectiveness of the proposed method was verified
through experiments.

Index Terms— stereo vision; wearable sensors; user in-
terfaces; touch panel; visually impaired

1. INTRODUCTION

In this paper, we propose an assisting system of touch panel
operation for people with visual disability.
There are a lot of cases in which visually impaired people

feel inconvenience in everyday life. Therefore, there are stud-
ies of the use of image processing for supporting them [1–4].
In recent years, touch panels have been extensively used

as input devices in various equipments. A touch panel is a flat
screen containing images of buttons. Therefore, it is impos-
sible for visually impaired people to operate the equipment
since they cannot recognize the buttons. To solve this prob-
lem, an automated teller machine (ATM) having a handset
with a specially designed numeric keypad and an interphone
system has been developed [5]. However, such ATMs are few
in number because of their high cost.
Sound presentation methods for the visually impaired in

operating a touch panel are also proposed [6, 7]. However,
a fixed-camera and markers on touch panel are needed. In
other words, a special device must be attached to the touch
panel system itself.
The aim of our research is to construct a system that can

be used to simplify touch panel operation. This system can
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Fig. 1. Assisting system in touch panel operation.
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Fig. 2. Processing flow.

be attached to a user (wearable device) and does not require
ATMs to be equipped with a special device.

2. PROCEDURE OUTLINE

The system components are shown in Fig. 1. The user wears a
stereo camera for image acquisition, a microphone for verbal
input, headphones for receiving instructions, and a computer.
The processing flow is shown in Fig. 2.
Before navigation, a map that contains information on the

arrangement of buttons on the panel is generated. Positions
of occluded buttons in touch panel operation can be estimated
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Fig. 3. Detection method of finger direction.

Fig. 4. Recognition result of buttons and finger direction.

by using the generated map. The direction recognized by the
system is also adjusted automatically to correspond to that
recognized by the user before navigation.
First, the name of the button on the touch panel that is to

be pressed is specified through the microphone. The voice
recognition engine recognizes the user’s command.
Next, stereo images are acquired through the stereo cam-

era. From the images, the system extracts areas, each of
which has a characteristic aspect ratio and density. The char-
acter recognition process is executed for the extracted areas
to determine button positions on the touch panel.
Simultaneously, the hand is extracted from the images by

investigating the color components and examining if they are
those of the flesh (Fig. 3(b)). Then, the profile of the hand
is acquired as a polyline approximating the boundary of the
hand (Fig. 3(c)). The intersection of the line pair forming an
acute angle at the furthest position from the center of gravity
of the hand area is determined as the fingertip (Fig. 3(d)).
Figure 4 shows an example of recognition result of buttons
and finger direction.
Three-dimensional (3D) coordinates of the button and the

fingertip are calculated by triangulation (Fig. 5). The relative
positions of the input button and the fingertip are obtained
from the 3D coordinates, and the navigation sound that in-
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Fig. 5. 3D measurement of buttons and fingertip.
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Fig. 6. Two-stage navigation.

dicates the direction in which the fingertip is to proceed is
generated to be outputted to the user through the headphones.
If the distance between the fingertip and the touch panel is
too small in vertical direction, the system informs the users by
warning sound not to touch the panel before the finger reaches
the target button.
The processes from image acquisition to navigation-

sound output are repeated until the user touches the right
button.

3. DEVELOPMENT OF NAVIGATION METHOD

To devise an efficient navigation method, ways to indicate the
direction of motion of the finger, different types of navigation
sounds, and ways to indicate the distance between the finger
and the panel are considered.

3.1. Direction Indication

As to the direction indication, we develop two methods;
two-stage navigation (Fig. 6), and eight-direction navigation
(Fig. 7).
Two-stage navigation consists of two steps; horizontal

navigation and vertical navigation. The system gives the
information whether the target button is in left side or right
side at first (horizontal navigation, Fig. 6(a)). Then, it gives
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vertical information to the user until the positions of the tar-
get button and the fingertip coincide with each other (vertical
navigation, Fig. 6(b)).
Eight-direction navigation gives the direction of the target

button directly in resolution of 8 directions (Fig. 7).

3.2. Navigation Sound

We use two navigation sound methods; signal sound and syn-
thesized voice.
In signal sound navigation, the balance of loudness of left

and right sound (stereo effects) indicates the direction of the
target button (left or right). Tone pitch of the sound indicates
the relative positional relationship between the target button
and the finger (front side or far side).
In synthesized voice navigation, the system vocalize the

direction of the target button such as “upper left” and “right”.

3.3. Distance Indication

The distance between the finger and the target button is indi-
cated by three methods; interval of output, volume, and dis-
tance.
In interval of output method, changes of interval of output

means the change of distance. First tempo sound means that
the distance is close. In volume method, loud sound means
that the distance is close. In distance method, the system vo-
calize the distance directly such as “3cm”.

(a) (b) (c)

Fig. 9. Navigation result for occluded buttons.
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(b) Eight-direction.

Fig. 10. Histogram of operation time of direction indication.

4. EXPERIMENT

In the experiment, the assisting system consisted of Point
Grey Research Bumblebee2 stereo camera (1024×768pixel,
20fps), a normal headphone and microphone set, and a PC
(Intel Core2Quad 2.83GHz, Memory 4GB) (Fig. 8). We used
NET Framework SDK2.0 System Speech Recognition as the
voice recognition engine and Aques Talk as the voice synthe-
sis engine. The character recognition engine was constructed
by ourselves. Average computation time was 5fps.
In the experiment, we obtained data on navigation time

and views about the usability (ease) of the method by con-
sidering 10 blindfolded able-bodied subjects. Five trials were
carried out on each subject.
Figure 9 shows an example of navigation result for oc-

cluded buttons. The system could stably navigate finger to the
target button, although a large part of buttons were occluded
by the user’s hand, especially in Fig. 9(c).
Table 1 and Fig. 10 show the comparison result on direc-

tion indication and histogram of operation time of direction
indication, respectively. From these results, it is verified that
the operation time of eight-direction method is faster and has
good usability.
Table 2 and Fig. 11 show the comparison result on navi-

Table 1. Comparison on direction indication.

Navigation Operation time Usability
Two-stage 16.8s 0 vote

Eight-direction 12.4s 10 votes



Table 2. Comparison on navigation sound.

Navigation sound Operation time Usability
Signal sound 12.4s 0 vote

Synthesized voice 10.5s 10 votes
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(a) Signal sound.
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(b) Synthesized voice.

Fig. 11. Histogram of operation time of navigation sound.

gation sound. From these results, it is verified that the opera-
tion time of synthesized voice method is faster and has good
usability.
Table 3 and Fig. 12 show the comparison result on dis-

tance indication. From these results, it is verified that the op-
eration time of volume method is faster and has good usabil-
ity.
To sum up, the combination of eight-direction, synthe-

sized voice, and volume navavigation was most efficient. The
experiment showed the effectiveness of the proposed sys-
tem where the average navigation time for the most efficient
method was 9.7 seconds.

5. CONCLUSION

In this paper, we propose a touch panel operation assisting
system for people with visual disability. The system recog-
nizes buttons and a finger in the stereo images and then guides
the finger to the target button. Experimental results show the
effectiveness of the proposed method.
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