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Abstract— This paper proposes a human face tracking system
for obtaining elderly people’s facial images, which can be used
to estimate their individual emotion. The system consists of
Xbox Kinect sensors for human detection and robot navigation,
and Bitcraze’s Crazyflie quadrotors to overcome occlusion by
moving towards people to obtain closer facial images. Using
the person’s head position to set up the goal position for the
quadrotor, noise from the measured head position can result in
vibration of the goal position, and subsequently the quadrotor,
which can have effects on facial image acquisition and safety
problem. In order to improve the stability of the quadrotor, we
propose an algorithm using threshold to fix the quadrotor’s goal
position. Performance of the algorithm is evaluated by using
the detected positions of the quadrotor and is compared with
tracking without threshold algorithm, as well as with different
threshold values. Based on these positions, face tracking results
are also calculated by simulating projection of the face in real
world onto the image plane and evaluate the quality of the
obtained face.

I. I NTRODUCTION

In indoor environment, human tracking is beneficial for
many uses, for example in surveillance system inside a
household or industrial factory. With an additional function
of face tracking, applications can be extended further to per-
sonal identification and several analyses using facial images.
A specific application considered in this paper is a robot
system which tracks and follows elderly people living in
an elderly nursing home, obtains their facial images, and
estimates their individual emotion during their daily activities
as part of the mental care for the residents.

There are a number of researches being conducted to track
moving objects and people. Multiple stereo cameras are used
to track motions of multiple people over a wide area in [1]
and can perform well in crowded condition. A stereo camera
and laser rangefinder are attached to a mobile robot in [2]
to track human by using features of human upper body and
face detection from the camera and legs data from the laser
rangefinder. However, it requires initialization by the user to
select who is the person to be tracked. In [3], a human is
tracked by a mobile robot which detects his/her face from
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images obtained by the on-board web camera, takes the
picture of him/her and prints it out. Face detection is done by
skin-color detection and eye detection, which have possibility
of false detection and other objects with similar color and
pattern, such as table or wall, can be falsely recognized as a
face. Tracking also starts after a face is found by the robot,so
initial search is also required. The shape of the mobile robot
being used is also quite large and tall due to the attached
camera on top, which increases the risk of toppling and
injuring tracked people.

Unmanned aerial vehicles (UAVs) are also becoming a
popular platform for mobile robots, with many applications
in consideration, including surveillance and object tracking.
To chase a moving object on the floor, [4] uses a camera
attached to the bottom of the quadrotor, facing towards
the ground, to obtain images and implements color-based
tracking method with particle filter to deal with occlusions,
noise, turns and scale changes. However, the object being
considered in the experiments only moves on a 2D plane,
and the quadrotor also need to be above the object at the
beginning of tracking.

One of the challenging points of using UAVs is how
to control them in indoor environments, as position data
from global positioning system are not available. Many of
the researches adopt the practice of attaching various kinds
of cameras to the quadrotors to obtain their position for
autonomous flights. In [5], a Kinect sensor is attached below
the quadrotor, pointing towards the ground, to obtain depth
maps which are used for altitude control of the quadrotor.
3D model of the edge of the indoor environment is used
for position control of the quadrotor in structured indoor
environment in [6]. In [7], a medium-sized hexacopter with
three industrial high-speed cameras to generate 3D map using
high-end CPU and middle-end GPU is proposed and tested
with autonomous take off and landing with position hold
based on computer vision data.

There are also some test beds available for experiment-
ing with control algorithms, for example Real-time indoor
Autonomous Vehicle test ENvironment (RAVEN) [8] and
Flying Machine Arena [9], which provide fast and accurate
position. However, the systems utilize a number of high-
quality sensing devices, for example motion capture system,
and therefore are expensive. There are also researches which
implement vision system for quadrotor’s position tracking,
for example as in [10], where multiple cameras are used to
track colored markers placed on the quadrotor and extended
Kalman filter is implemented to estimate its states. However,
the experiments did not include feedback control in the



Fig. 1. System of quadrotors in elderly nursing home

altitude and used constant thrust instead.
With various possible applications, we set the purpose

of this study on creating a human face tracking system in
indoor environment using mobile robots. Our challenging
point is to utilize low-quality sensors and actuators to obtain
decent tracking performance. It is also important to consider
tracking system without the need of initialization such that
the robot needs to search for the object to be tracked.
Moreover, with robots moving close to people, many aspects
need to be concerned to make them as less disturbing to
people as possible.

II. PROBLEM STATEMENT AND CONCEPTUAL DESIGN

In this research, an application of estimating emotion of
elderly people who are performing their daily activities in
elderly nursing home is considered. Practically, staff in the
elderly nursing home evaluate their emotion by observing
their faces, particularly the level of their smile. However,
due to the insufficient number of staff, the task cannot be
done effectively.

To accomplish the task, we propose a system using robots,
each one equipped with wireless on-board camera, to move
closer to people and get to a better angle for facial images,
avoiding possible problem of occlusion. Concerning about
the noticeable size of a mobile robot and the possibility of
an elderly person stumbling over a mobile robot moving
on the floor, as well as the potential of quick movement
of quadrotors, flying four-propeller robots, we select the
quadrotor as the platform. The quadrotors are navigated by
Kinect sensors, and facial images are taken by the on-board
camera and sent back to the station computer. With these
sequences of facial images, some software can be used to
process the images and estimate the emotion shown on the
captured face. Fig. 1 illustrates the concept of the proposed
system.

Stability of the flying quadrotors affects the performance
of tracking system. Oscillation can result in blurred image
and increase in risk to the tracked person, and if the am-
plitude is large, facial image may be lost from the camera’s
frame, or in the worse case a person may be struck by one
of the propellers. Therefore, it is necessary to stabilize the
quadrotors as much as possible for safety and to ensure that
the person’s face will be kept in the frame, while they should

Fig. 2. Crazyflie Nano Quadrotor

TABLE I

SPECIFICATIONS OF10-DOF Crazyflie Nano Quadrotors

Size 90 mm (motor to motor)

Weight 19 g

Flight time (no load) 7 mins

CPU 32-bit, 72 MHz (128kb flash, 20kb RAM)

Sensors 3-DOF accerelometer

3-DOF gyroscope

3-DOF magnetometer

altimeter

also be fast enough to follow moving people. We set the
requirements of our system as follows:

• The quadrotor should hover around the goal position
with standard deviation of the error inx, y, z ≤ 20 cm
and≤ 10° for yaw angle (oscillation).

• The quadrotor should be able to track the person with
more than 70% success ratio (face tracking perfor-
mance).

III. SYSTEM DESCRIPTION

A. Components

Main components of the system are:Xbox 360 Kinect
sensor, 10-DOF Crazyflie Nano Quadrotor(shown in Fig. 2
and specifications provided in Table I [11]), on-board
wireless camera (720× 576 pixels, 1 gram in total for
camera and transmitter, 7× 23 mm for the camera and 8×
18 mm for the transmitter, communicating through wireless
signals at 2.468 GHz channel), and a controlling computer.
Detailed components are shown in Fig. 3.

B. System Overview

Kinect sensors are used to detect both humans’ positions
and orientations in the space, i.e. where each person is and in
which direction he/she is facing, and 3-dimensional positions
of the quadrotors. The quadrotor’s yaw angles are taken from
the reading by the on-board inertial measurement unit (IMU).
The obtained pose of each person is used to assigned the
desired position for each quadrotor, in the manner such that
each quadrotor’s camera is facing towards the person’s face
at a fixed distance and angle. The controlling computer then
sends command signals to navigate quadrotors to desired
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positions, where sequences of facial images are taken and
then transmitted back to the controlling computer for further
processing for emotional estimation. The whole processes
are described in Fig. 4.

The quadrotors communicate with the controlling com-
puter via 2.4 GHz wireless signals. The control system
is running on open-source Robot Operating System (ROS)
Groovy based on Ubuntu 12.04.

The control algorithm is illustrated in Fig. 5. Kinect’s
images are processed by a quadrotor tracking program,
outputting the estimate of 3D position of the quadrotor
(x̂q), as well as ROS packageopenni_tracker [12],
which performs skeleton tracking of multiple humans and
returns 6D positions and orientations of each of the 15
joints in the form of transformation frames. In our case,

the frame forhead joint
(

x̂
T
h , ψ̂h

)T

is being used for

quadrotor navigation by setting the goal position
(

x
T
d , ψd

)T

in front of the face with a fixed distance and height above
the person’s head. The estimated position and angle are
compared with the goal position and angle, passed into
a proportional, integral, derivative (PID) controller, which
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Fig. 5. Block diagram of the system

outputs commands for the quadrotor in roll, pitch, yaw, and
thrust values.

C. Navigation System

Navigation of quadrotor is developed further from the
work by Oliver Dunkley [13], in which depth images from
Kinect sensors are used to detect the quadrotor’s 3D position.
Background image is obtained before the operation starts,
and the sequences of new depth images are subtracted
from the background image, applied with threshold of the
minimum foreground distance to separate any objects from
the background, and processed with opening morphology to
remove small holes, resulting in detecting any objects present
in the scene. To be considered as the quadrotor, the size of the
detected object must be within the specified size, therefore
the presence of human in the area does not affect detection
of the quadrotor. Quadrotor’s yaw angle is obtained directly
from the IMU. The user can control the desired position and
yaw angle through the graphical user interface (GUI).

D. Quadrotor’s Goal Position

In order to obtain the person’s facial image, the camera
must be in front of that person, with the camera facing
to his/her face. Fromopenni_tracker, the position and
orientation of the person’s head is given in a transformation
frame, withz axis pointing into the face (Fig. 6). Thez axis
is then projected into the world’sx-y plane and the anglêθz
from the world’sx axis is calculated. The goal position of
the quadrotor is defined at 1.5 m in front of the person’s face,
which is 1.5 m in the opposite direction of the projectedz
axis. The height of the goal position is obtained by adding
0.6 m to the head’s height, i.e.

xd =





xd
yd
zd



 =





x̂h − 1.5 cos θ̂z
ŷh − 1.5 sin θ̂z
ẑh + 0.6



 . (1)

By assuming that the camera is installed alongx axis of the
quadrotor, a rotation of̂θz around the world’sz axis turns
the quadrotor’sx axis to align withhead frame’s z axis,
which corresponds to turning the camera towards the face.



Fig. 6. Setting of goal position related to detected head (top view)
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Fig. 7. Flow chart for fixing quadrotor’s goal position

E. Threshold algorithm

In order to reduce oscillation from the output of
openni_tracker to stabilize the goal position for the
quadrotor, an algorithm shown in Fig. 7 is introduced. When
a person first enters the frame, the head is detected, and
the goal position and angle are calculated according to (1),
averaged for one second, and then set as the goal for the
quadrotor. From this point, the goal remains unchanged un-
less the person moves and the calculated goal are away from
the current goal more than a threshold value consecutively
for one second, when the goal is averaged for one second
again. In this way, quadrotor’s trajectory is less oscillating,
while still changing correspondingly to track human face.

Fig. 8. Experimental environment, with coordinate convention
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Fig. 9. Top view of the motion path of the person in the experiment

IV. EXPERIMENTAL SETUP

In the first place, an experiment involving a person, a
Kinect sensor, and a Crazyflie quadrotor without camera in
an empty room is being considered. The person’s movement
is limited to only lateral movement, i.e. moving forward,
backward, and sidewards; head turning will be handled in
the later stage of the research.

Fig. 8 shows the setup of the environment, as well as
coordinate convention used in the graphs in the follow-
ing section. The Kinect sensor is placed at the coordinate
(−2.0 m, 0 m, 1.41 m), pointing in+x direction.

Each experiment starts from the quadrotor taking off and
hovering at an assigned position. Then, a person is introduced
into the Kinect’s view, and tracking begins. The person walks
according to a pre-defined path. Due to the limit of covered
area by a single Kinect, to ensure that the quadrotor can
be tracked by the Kinect all the time, motion of the person
being tracked is set as shown in Fig. 9, facing towards+y
direction.

V. RESULTS AND DISCUSSION

In order to evaluate the proposed threshold algorithm,
two experiments of tracking human’s face using quadrotor
were conducted: one directly uses the goal position obtained
from Kinect’s data directly, while the other applies threshold
algorithm to set the goal position, with the threshold values
of 15 cm forx, y, z and 15° forψ. Fig. 10 shows the result
for the experiment with no threshold, while Fig. 11 shows
the result when thresholding is applied, with the solid black
line showing the quadrotor’s goal position and the dashed
red line showing the quadrotor’s detected position. Both of
the graphs omit the take-off and hovering parts, and contain
only tracking process.
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Fig. 10. Goal position and observed position of the quadrotor without
applying any filter

Furthermore, another experiment with larger threshold
values, i.e. 25 cm forx, y, z directions and 25° forψ
angle, was also conducted to see the effect of the size of
the threshold. Table II compares standard deviations of the
position and yaw angle from the goal position for all three
experiments.

By comparing the standard deviations from the experi-
ments with threshold of (15 cm, 15°) and without threshold,
application of threshold to the goal position reduces the
error of positioning by 34.8% inx dimension, 26.7% in
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Fig. 11. Goal position and observed position of the quadrotor with
application of thresholding to the goal position (15 cm, 15°)

TABLE II

SD COMPARISON FOR USING THRESHOLD

Value SD without SD with threshold SD with threshold
threshold (15 cm, 15°) (25 cm, 25°)

x 2.8× 10
−1 m 1.8× 10

−1 m 3.5× 10
−1 m

y 2.8× 10
−1 m 2.1× 10

−1 m 1.5× 10
−1 m

z 2.2× 10
−1 m 8.7× 10

−2 m 6.9× 10
−2 m

ψ 16.2° 5.2° 5.2°

y dimension, 60.3% inz dimension, and 68.1% inψ angle.
To obtain face tracking result, projection of 3D positions



TABLE III

CALCULATED PERCENTAGE OF DETECTION OF THREE CASES

without threshold (15 cm, 15°) (25 cm, 25°)
67.9% 72.3% 56.1%

of the face onto the image plane are calculated by [14]

s
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 =





fx 0 cx
0 fy cy
0 0 1





[

R|t
]









X

Y

Z

1









, (2)

where (X,Y, Z)T are the coordinates of a 3D point in the
frame attached to the head,(u, v)T are the coordinates of
the point in pixels,(fx, fy) are focal lengths in pixel units,
(cx, cy) is a principal point at the image center, and[R|t] is
the transformation matrix from the camera to the head frame.

Roll and pitch angles of the quadrotor and the person’s
head is assumed to be zero for simplicity. The camera is
modeled to be attached at the origin of the quadrotor’s frame,
pointing towards+x direction and pitching down 20°. The
person’s face is modeled as a rectangle with 15 cm width
and 20 cm height with the center at the origin of the head
frame, and four corners of the rectangle are projected into the
image plane. Width and height of the rectangle in the image
is obtained by finding 2D Euclidean distances between two
corresponding pairs of corners and selecting the smaller ones.
Detection is defined as the iteration in which:

• all four corners lie in the image (the face is tracked),
• size of the detected rectangle is larger than 60 pixels

in width and 80 pixels in height (the minimum size of
face needed for emotion estimation program),

• difference between widths and difference between
heights are less than 10 pixels (distortion).

With camera’s intrinsic parameters offx = fy = 700,
cx = 359.5, cy = 287.5, and no distortion is considered,
percentages of detection are given in Table III.

From the result of face tracking, it can be seen that
implementing threshold of (15 cm, 15°) improves the success
ratio by roughly 5 percent, while larger threshold of (25
cm, 25°) deteriorates the face tracking, as the response to
human’s movement will be slower because larger distance
of movement is required to break away from the threshold
level. Using the threshold of (15 cm, 15°) roughly satisfies
the requirements of oscillation and tracking performance set
in Section II.

VI. CONCLUSION AND FUTURE WORKS

This research is working on creating a system of human
face tracking mobile robots. Kinect sensor is being used to
track the position of the quadrotor and the pose of human.
To reduce oscillation of the quadrotor due to the oscillation
of the detected head, some threshold is applied such that the
goal is updated only when the changes exceed the threshold
for a period of time. The results show that thresholding can
reduce oscillation of the quadrotor due to noise from human
detection by Kinect sensor and result in higher success ratio,

satisfying the requirements. However, too large size of the
threshold can slow down the response and decrease the
success ratio.

Evaluation of face tracking results by calculation can only
provide approximated results. Installing on-board wireless
camera can improve the evaluation as real images can be
obtained. The video sequence can also be used as a feedback
signal for face tracking. The number of Kinect sensors and
quadrotors can be increased to improve the area of coverage
and increase the number of track-able people. Furthermore,
openni_tracker detects human’s head direction based
on the body skeleton, i.e. turning the head with the body fixed
is generally not detected by the algorithm. The improvement
of tracking accuracy can be done by improving human’s
head pose estimation, for example, random regression forests
algorithm proposed in [15].
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