
 

Abstract— Autonomous mobile robots have been widely 

employed for many applications in indoor and outdoor 

environments. Most of these robots have to operate in 

environments where human intervention is expensive, slow, 

unreliable or even impossible. It is therefore essential for robots 

to monitor their behavior to diagnose and address faults before 

they result in catastrophic failures. In this paper we introduce a 

new approach to diagnose faults of autonomous mobile robots 

systems. The proposed methodology firstly computes the poses 

of the robot by using the onboard stereo camera, the wheels’ 

encoders and the commanded velocities, respectively. Then, the 

residuals between each pair of the localization methods are used 

to evaluate the occurrence of faults. Experimental tests, in ideal 

fault free cases, have been carried out to find a reference 

threshold for each residual. A bool value is assigned to each 

residual by comparing it with the respective threshold. The bool 

values of all residuals are then combined and used to detect and 

isolate a fault in the robotic system. The pose of ground truth, 

obtained from a motion capture system, is used here to evaluate 

the errors of the poses obtained from three other ways and 

validate their accuracy. Our approach can potentially detect and 

identify different faults of the robots system.  Experimental tests 

have shown its effectiveness in determine fault on the robot’s 

wheel. 

Index Terms— Fault diagnosis, autonomous mobile robot, 

odometry, visual odometry. 

Ⅰ.  INTRODUCTION 

Over the last century, the applications of mobile robots 
have been extensively expanded and there have been 
significant activities in the area of robot’s reliability and fault 
tolerance. In order to fulfilling many kinds of tasks, perceiving 
and operating in unknown environments, mobile robots are 
provided with advanced sensory mechanisms [1]. Currently, 
autonomous mobile robots are widely employed in different 
applications, including indoor and outdoor environments [2]. 
For instance, many service robots are used in structured 
environments, e.g. vacuum cleaning for house [3]. On the 
other hand, in outdoor applications robots have to navigate and 
accomplish tasks in unstructured and dynamic environments 
[4]. Fault tolerance is extremely important in remote and 
hazardous environments, such as planetary exploration, 
searching and rescuing, mine mapping, nuclear waste cleanup 
and demining, as it is impossible and expensive for humans to 
intervene the robot. In these scenarios, failure can have 
disastrous consequences, although reliability and safety are 
important issues in almost all applications [5]. Moreover, most 
current robots are not reliable enough to show the same 
performance of work as they can in laboratories or indoors [6]. 
Different faults may  occur  in the robots system,  which results 

      
                                (a)                                                      (b) 

Fig. 1: Pioneer 3-DX robot. a) The ZED stereo camera  and the motion 
capture’s markers. b) System fault:  a bumped wheel. 

in the failure of completing the planned tasks. For instance, the 
robots used in decommissioning process, i.e. Fukushima 
Daiichi Nuclear Power Station, often break down, which 
makes the decommissioning process very slow and costly [7]. 
A fault may generate relatively dramatic effects such as a 
significant decrease in the robot’s performance, an aborted 
mission, damage or crash of the robot or even human’s 
injuries. Detecting and identifying a fault can help a robot to 
autonomously assess a situation and take appropriate 
measures; e.g. if the type and severity of the fault is not crucial, 
the robot could continue its operation uninterrupted and notify 
the supervisor about the event. Thus, to avoid dangerous 
situations, it is essential to promptly diagnose the appearance 
of a fault in mobile robots systems. 

In this paper, we propose a novel methodology for fault 
detection and identification in autonomous mobile robots 
which uses the poses of the robot obtained from three methods, 
such as visual odometry, odometry, and control command. 
These localization results for the robot are compared with each 
other to generate the respective residuals. Small residuals 
between each two of the three poses are usual due to sensor 
noises; however, large residuals can potentially indicate the 
occurrence of a fault. In order to avoid false detection, which 
means a fault is detected when there are no faults, evaluation 
tests in fault-free cases have been carried out to obtain the 
thresholds, which are then used to determine the appearance of 
a fault. A motion capture system tracks the movements of the 
robot, which are used as a ground truth data. The proposed 
approach has been tested using the Pioneer 3-DX, a 
commercially available mobile robot, as shown in Fig. 1a). 
Experimental tests demonstrate that our approach can 
successfully detect and isolate faults of the robots system. The 
paper is organized as follows: Section II reviews the current 
state of the art in techniques for mobile robot’s fault diagnosis. 
The developed methodology is presented in Section III. The 
experimental setup and results are discussed in Section IV. 
Conclusions and future work are presented in Section V. 

Ⅱ.  BACKGROUND 

Based on the importance of the robustness and safe 
operation of autonomous mobile robots, many researchers 
have been exploring solutions for robot’s fault detection and 
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fault tolerance [8]. Faults may occur on any subsystems of the 
robot, e.g. power supply, locomotion, communication and 
sensors. For autonomous mobile robots, it is extremely 
important to detect and prevent faults which occur during 
navigation and locomotion [5]. A fault can be defined as an 
unexpected change in the system which causes unacceptable 
deviation from the normal operation [9]. Generally, it is 
possible to identify two main methodologies for robot’s fault 
detection: model-based and data-driven methods [10]. In the 
model-based fault detection technique, models of the faults are 
established to detect the occurrence of faults. This model may 
be mathematical or knowledge based. Multiple models based 
method is most commonly used in sensor fault diagnosis for 
autonomous mobile robots [11]. Roumeliotis et al. [12], 
present a Multiple Model Adaptive Estimation (MMAE) 
based technique for sensor failure detection and identification 
for mobile robots. In particular, each estimator is a Kalman 
filter enclosing a specific failure model which contributes to 
the system output at a given time. A particular feature of this 
solution is the use of measurements from several sensors 
asynchronously and at not-constant frequencies. However, the 
accuracy of MAME method decreases in situations where the 
system frequently undergoes inconsistent changes, such as 
system failures [20]. To overcome the inaccuracy of models 
for dynamic systems, some researchers investigate Bayesian 
approaches to fault diagnosis. For instance, Verma et al. [21] 
applied Bayesian method to dynamic state estimation, but it 
has computational and representational disadvantages. 
Currently, in the domain of autonomous mobile robots, 
accurate analytical models are often not feasible due to 
uncertainties in the environments, noises of the sensors, and 
malfunctioning of the actuators. Most of the approaches for 
robot’s fault diagnosis are based on data-driven methods, 
which contrary to the model-based methods, do not require a 
priori knowledge about the system behavior. These 
techniques, only need a large amount of historical data to 
extract a knowledge base which is used as a reference of the 
fault diagnosis system.  Neural networks have been widely 
applied to detect faults of mobile robots when using data-
driven methods [13]. For instance, in the work proposed by 
Skoundrianos et al. [22], the multiple local model neural 
networks are trained to capture the input-output relationship 
for robot fault detection. In this work, authors focus on wheel’s 
fault detection of a robot, using the voltage to the motor 
driving the wheel and the speed of the wheel as the input and 
output, respectively. In order to overcome the computational 
disadvantage of multiple local model neural networks, 
Christensen et al. [14], established a single neural network 
which is trained when the robot is operating normally and then 
re-trained when the robot is operating under different faults. 
Moreover, even if data-driven methods present high accuracy 
for the detection of a fault, it cannot localize where the fault 
occurred and cannot identify different types of faults. It has 
been shown that data-driven methods are not practical for 
autonomous mobile robots since they require the priori 
analysis of many failure cases and data that are too costly, and 
sometimes not available [15]. 

The approach proposed in this paper employs two main 
stages, e.g. residual generation and decision making, but 
unlike previous conventional methods, in our solution it is not 
needed  to  know  physical  parameters  of the robot, which are  

 
Fig. 2: Schematic representation of the fault diagnosis method. P1, P2 and P3  
are the estimated poses of the robot based on each scheme. 

generally difficult to obtain for complex mobile robot systems. 
Moreover, our approach presents a versatile and cheap 
solution, as it only uses wheel’s encoders and onboard camera, 
which are commonly embedded in mobile robots system, to 
detect and isolate faults. 

Ⅲ.  METHODOLOGY 

Several sensors can provide real-time information about 
the robot’s location or displacement. Our method computes the 
pose of the robot by using the command velocities, the wheels’ 
encoders and a stereo camera. Then, residuals are generated by 
comparing each two estimated poses calculated from the three 
methods. Ideal fault free tests have been conducted to find 
reference thresholds. The detection of a fault is determined by 
comparing the residuals to the chosen thresholds. A bool value 
is assigned to each residual, e.g. if the residual is below the 
threshold its bool value is set to 0, otherwise it is set to 1, and 
combine them into a fault decision table. A general overview 
of the steps needed to detect and identify the faults is shown in 
the flow diagram in Fig. 2.  The following subsections will 
explain the different methods for computing the poses of the 
robot in more details. 

A.  Pose Computed from the Commanded Velocities 

Through using kinematics equations, the pose Pd of the robot 
can be computed from the commanded velocities (ν, ω) at time 
t. This pose is represented by the vector: 

𝒑𝑑,𝑡 = [𝑥𝑤𝑟,𝑡  𝑧𝑤𝑟,𝑡  𝜃𝑤𝑟,𝑡]
T;                         (1)  

  

                       (a)                                                       (b) 

Fig. 3: a) System model showing the robot and camera reference frame and 
the transformation matrix E. b) The movement of robot on plane ground 
showing the coordinates systems. 



 

where (xwr,t zwr,t) are the 2D Cartesian coordinates and θwr,t is 
the heading angel of the robot in the world coordinate frame 
as illustrated in Fig. 3b). The pose of the robot can be estimated 
by starting from a known position and integrating the 
commanded velocities over time. For simplicity, the robot’s 
world coordinate frame here is assumed to be the same with 
robot’s coordinate frame at t = 0 time. Hence, the initial pose 
of the robot is pd,0 = [0 0 0]T and the update rule for  pd,t can be 
expressed as follow: 

𝒑𝑑,𝑡 = 𝒑𝑑,0 +

[
 
 
 
 ∫ 𝜈 ∗ sin 𝜃  𝑑𝑡

𝑡

0

∫ 𝜈 ∗ cos 𝜃  𝑑𝑡
𝑡

0

∫ 𝜔 𝑑𝑡
𝑡

0 ]
 
 
 
 

;                      (2) 

where ν is the linear velocity and ω is angular velocity, which 
are provided by the control command.      

B. Pose Computed by Odometry 

Odometry is the use of data from sensors, such as wheel 
encoders, to retrieve the position of the robot[16]. The pose Pe 
of the robot computed from encoder data at kth time step is 
represented by the vector: 

𝒑𝑒,𝑘 = [𝑥𝑤𝑟,𝑘  𝑧𝑤𝑟,𝑘 𝜃𝑤𝑟,𝑘]
T;                       (3) 

Where (xwr,k zwr,k) are the 2D Cartesian coordinates and θwr,k is 
the heading angle of the robot as illustrated in Fig. 3b). The 
pose can also be estimated by starting from a known position 
and integrating the robot’s movements, e.g. summing the 
incremental travel distances, over time. For simplicity, the 
world coordinate frame here is assumed to be the same with 
robot’s coordinate frame at k = 0 time step. So, the initial pose 
is pe,0 = [0 0 0]T. The update of incremental travel distance    
(Δxk+1 Δzk+1 Δθk+1) can be expressed as: 

Δ𝑥𝑘+1 = Δ𝑠 cos(𝜃𝑤𝑟,𝑘 +
Δ𝜃𝑘+1

2
);                 (4) 

Δ𝑧𝑘+1 =  Δ𝑠 sin(𝜃𝑤𝑟,𝑘 +
Δ𝜃𝑘+1

2
);                 (5) 

Δ𝜃𝑘+1 =
Δ𝑠𝑟−Δ𝑠𝑙

𝐵
 ;                                          (6) 

Δ𝑠 =
Δ𝑠𝑟+Δ𝑠𝑙

2
 ;                                          (7) 

where (Δxk+1 Δzk+1 Δθk+1) is the path traveled in the last 

sampling interval; Δsr, Δsl are the traveled distances of the 

right and left wheel obtained from the encoders’ reading; The 

constant B represents the distance between the two driving 

wheels of the robot. Thus, the update rule for the robot’s 

position can be expressed as follow: 

𝒑𝑒,𝑘+1 = 𝒑𝑒,𝑘 + ∆𝒑𝑒;                              (8) 

where Δpe has the following form: 

∆𝒑𝑒 = [

Δ𝑥𝑘+1 cos(𝜃𝑤𝑟,𝑘 +
Δ𝜃𝑘+1

2
) − Δ𝑧𝑘+1 sin(𝜃𝑤𝑟,𝑘 +

Δ𝜃𝑘+1

2
)

Δ𝑥𝑘+1 sin(𝜃𝑤𝑟,𝑘 +
Δ𝜃𝑘+1

2
) + Δ𝑧𝑘+1 cos(𝜃𝑤𝑟,𝑘 +

Δ𝜃𝑘+1

2
)

Δ𝜃𝑘+1

].     (9) 

C. Pose Computed by Visual Odometry 

The movements of the robot can be also monitored by 
using other sensing modalities, such as images from an on-
board camera. Visual odometry is the process of determining 
the position and orientation of a robot by analyzing the 
associated  sequential  camera  images [17]. The pose Pi of the 

 

Fig. 4: Visual odometry method: an illustration of robot’s pose estimation 

camera which is estimated by visual odometry method using 
images at kth time step is represented by the vector: 

𝒑𝑖,𝑘 = [𝑥𝑤𝑐,𝑘 𝑦𝑤𝑐,𝑘 𝑧𝑤𝑐,𝑘 𝛼𝑤𝑐,𝑘 𝜃𝑤𝑐,𝑘  𝛾𝑤𝑐,𝑘]
T;        (10) 

where (xwc,k ywc,k zwc,k) are the 3D Cartesian coordinates  of the 
camera and (αwc,k θwc,k γwc,k) is the orientation of the camera, in 
the camera world coordinate frame, as illustrated in Fig. 4. For 
simplicity, the camera world coordinate frame here is assumed 
to be the same of camera coordinate frame at k = 0 time step. 
Thus, the initial camera’s pose is pi,0 = [0 0 0 0 0 0]T. Two 
camera positions at adjacent time steps k-1 and k are related by 

the rigid body transformation Tk,k-1 4×4, of the following 
form: 

𝑇𝑘,𝑘−1 = [
𝑅𝑘,𝑘−1 𝑡𝑘,𝑘−1

0 1
]                           (11) 

where Rk,k-1SO(3) is the rotation matrix, and tk,k-1 3×1  is the 
translation vector. Rk,k-1 and tk,k-1 are extracted from the 
essential matrix M[18], as shown in Algorithm1. The set            
T1:k = {T1,0, …, Tk,k-1} contains all subsequent motions.           
The set of camera poses C0:k = {C0, …, Ck} contains the 
transformations of the camera with respect to the initial camera 
coordinate frame at k = 0 time step. Ck is computed by 
concatenating all the transformations T1:k, and, therefore  Ck = 
Ck-1*Tk,k-1. Ck also can be represented as [xwc,k ywc,k zwc,k αwc,k 
θwc,k γwc,k]T, which contains the location and orientation of the 
camera at kth time step. Thus, the visual odometry method 
estimates pi,k = [xwc,k ywc,k zwc,k αwc,k θwc,k γwc,k]T from Ck. If  the 
robot moves on a plane ground, then ywc,k = αwc,k = γwc,k = 0. 
Hence, the pose Pi of the camera can be simplified to pi,k = 
[xwc,k zwc,k θwc,k]T, which also represents the  robot pose as the 
camera is fixed  on the robot. 

Algorithm1: Visual odometry method 

Input: Stereo images Il and Ir 

Output: Robot’s pose 𝒑𝑖,𝑘 

           1:  Initialize pi,0 = C0 = [0 0 0 0 0 0]T 

           2:  While Il, Ir  ∅ do 
           3:            Undistort stereo image pairs Il,k-1, Il,k and Ir,k-1, Ir,k 
           4:            Extract and match features between Il,k-1 and Il,k 

           5:            Compute 𝑀 = 𝑅 ∗ [𝑅T ∗ 𝑡]× 
           6:            Decompose M into 𝑅𝑘,𝑘−1 and 𝑡𝑘,𝑘−1 

           7:            Form 𝑇𝑘,𝑘−1 = [
𝑅𝑘,𝑘−1 𝑡𝑘,𝑘−1

0 1
] 

           8:            Update 𝒑𝑖,𝑘 = 𝐶𝑘 = 𝐶𝑘−1 ∗ 𝑇𝑘,𝑘−1 

           9:  End while 



 

D. Pose obtained from Motion Capture System 

Motion capture, also known as Mo-cap, is the process of 
recording the movements of objects in the environments. 
Thanks to their accuracy, motion capture systems are currently 
used in many applications, such as entertainment, sports, 
medical applications, and for validation of computer vision 
and robotics methods [19]. The Mo-cap system, used in this 
work, is a “marker-based” optical motion capture system, 
which uses ten infrared cameras to view a scene from a variety 
of angles. Thus, just like binocular vision, which allows 
humans to see the world in three dimensions, Mo-cap 
technologies are able to reconstruct 3D dimensional space by 
using two or more cameras. Reflective markers, which are 
easy to be tracked, are placed on the robot and used as 
reference for the Mo-cap system, as shown in Fig. 1a). 
Recording the positions of these markers throughout the range 
of the motion, allows us to track the movements of the robot 
in real-time, which is then used as ground truth. The pose Pm 
of the robot computed by the motion capture system at kth time 
step is represented by the vector:  

𝒑𝑚,𝑘 = [𝑥𝑤𝑟,𝑘  𝑧𝑤𝑟,𝑘 𝜃𝑤𝑟,𝑘]
T;                    (12) 

where (xwr,k zwr,k) are the 2D Cartesian coordinates and θwr,k is 
the heading angel of the robot in world reference frame, as 
illustrated in Fig. 3b).  

E. Fault Diagnosis: Evaluation of the Residuals 

In our method, we define the poses of the robot obtained 
from visual odometry method, odometry and the commanded 
velocities as P1, P2 and P3 respectively. Fig. 2 shows a 
schematic representation of the convention used in our 
approach. In order to compare the robot’s poses obtained from 
different methods, the poses need to be mapped to the same 
coordinate frame. A transformation matrix E, is used here to 
map the camera world coordinate frame XwcYwcZwc into the 
robot world coordinate frame XwrYwrZwr, as shown in Fig. 
3a). Only the pose P1, which is computed by visual odometry 
need to be mapped to the robot’s reference system. Hence, the 
equations of the residuals Res(i, j) of the robot poses calculated 
from different methods are defined below: 

𝑅𝑒𝑠(𝑖, 𝑗) = 𝑃𝑗 − 𝑃𝑖 ∗ 𝑊;                          (13) 

where W  3×3  is  equal  to E if i = 1,  or to the identity matrix 

I 3×3 otherwise. 

In order to avoid false fault diagnosis, a bool value    
BRes(i, j) of Res(i, j) is computed by comparing the residuals 
to their thresholds, which have been computed in ideal fault 
free tests. The residuals between two poses is computed in 
both, x and z directions. If the residuals in both directions are 
below the thresholds, the bool value BRes(i, j) of the residuals 
between two poses is set to 0, otherwise is set to 1. Small 
residuals are in general caused by system or sensor noise, 
while large residual can be potentially representing a fault or 
several faults in the robot’s system. With the aim of 
determining faults on the wheels and encoders, a novel 
methodology is proposed in this paper, assuming that there are 
no other faults on the system. Table 1 shows the derived fault 
isolation decision table. For instance, robot’s wheel fault will 
cause large discrepancy between P1 and both, P2 and P3, 
however the discrepancy between P2 and P3 will be small. As 
a  result,  BRes(1,2)   and  BRes(1,3)  will  be  equal  to  1  but  

Table 1: Fault isolation decision table 

Case BRes(1,2)  BRes(1,3) BRes(2,3) State 

1 0 0 0 No fault 
2 1 1 0 Wheel fault 
3 1 0 1 Encoder fault 
4 0 1 1 Motor fault 

BRes(1,3) will be 0. Hence, it is possible to detect the 
occurrence of a fault on the robot’s wheel as shown in the 
second case of Table1. 

Ⅳ.  EXPERIMENTAL RESULTS 

The Pioneer 3-DX mobile robot equipped with the ZED 
stereo camera, as shown in Fig. 1, has been used to conduct 
experimental tests and validate the proposed fault detection 
and identification method. All tests are performed on the plane 
ground in our laboratory room. The motion capture system 
(Motion Analysis. Corp.) is used here to obtain the ground 
truth pose of the robot. 

During the ideal fault-free tests, the robot has been remote 
controlled to move in a straight path and synchronously 
tracked by the motion capture system. At the same time data 
from the rotary encoders and the images from the on-board 
camera have been recorded with sample frequency of 1Hz. 
The experimental results for one of the fault free tests are 
shown in Fig. 5. The trajectories of the robot obtained from the 
motion capture system and the one computed by the visual 
odometry and odometry methods, as well as the commanded 
velocities are shown in Fig. 5a). From the results it is clear that 
the trajectories generated by the three methods follow the trend 
of the ground truth, as there is no fault on the system. The error 
between the three poses and the ground truth data, in both x 
and z directions over time are shown in Fig. 5b) and Fig. 5c). 
In this test the robot travelled 340cm. The errors of the 
different methods are within 1cm in x direction and within 6cm 
in z direction. Experimental results show that, the poses 
obtained from odometry and the commanded velocities are 
better than the pose computed by visual odometry. This is due 
to two reasons: the first reason is that all the tests are conducted 
on the plane ground, which makes the work condition very 
ideal for using odometry and the commanded velocities; while 
the second reason is that the chosen scene does not contain 
enough features to be tracked by the image processing 
algorithm. The thresholds for residuals between each pair of 
the poses, in both x and z directions, are shown in Fig. 5d) and 
Fig. 5e). The thresholds are set five times of peak residuals in 
x and z directions separately. However, due to the visual 
odometry noise and the drift affecting the odometry method, 
the value of the residual grows over time.  

In order to evaluate that a fault can be detected and 
identified when large residuals appear, we manually bumped 
one of the wheel, as shown in Fig. 1b). The experimental 
results of the test are shown in Fig. 6. During the experiment, 
the robot is remote-controlled to move in a straight path, but 
as the right bumped wheel moves longer than the left wheel, 
the robot will only turn left. As a result, the trajectories 
obtained through the motion capture system and the visual 
odometry have large discrepancy when compared to the ones 
computed by the odometry method and the commanded 
velocities, as shown in Fig. 6a). The residuals of the robot 
poses obtained from the three methods both in x and z 
direction are shown in Fig. 6b) and Fig 6c), respectively. From 
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Fig. 5: Fault free tests results:  a) Robot’s trajectories computed from the three 
methods and by the motion capture system. Error between the computed poses 
and the ground truth in x direction b) and z direction c). Thresholds of the 
residual between each pair of three poses in x direction d) and z directions e).   
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Fig. 6: Fault diagnosis tests results: a) Robot’s poses computed from the three 
methods and tracked by the motion capture system. Residuals of the three 
poses in x direction b) and z directions c). 

these results, it is clear that Res(1,2) and Res(1,3) are above 
the threshold in x direction and only Res(2,3) is below the 
thresholds in both, x and z directions. Hence, according to 
methodology described in Section III, BRes(1,2) and 
BRes(1,3) are set to 1, while BRes(2,3) is set to 0. It has to be 
noticed that in this case the fault affects the pose of the robot 
mainly in the x direction, i.e. the residuals in the z direction are 
all within the thresholds. The detection of the fault is derived 
by checking the fault isolation decision table, shown in Table1. 
By using this table, our decision making approach successfully 
determines the presence of a fault in the wheel. This 
preliminary result demonstrates the ability of our method to 
successfully detect and identify a specified fault on the robot’s 
system. 

Ⅴ. CONCLUSIONS AND FUTURE WORKS 

This paper presents a novel approach for mobile robot fault 
detection and isolation.  The method firstly utilizes the poses 
computed from visual odometry, odometry and the 
commanded velocities to generate residuals and then compare 
the residuals to the thresholds to diagnosis faults. Here, we 
have explained our approach for the creation of a fault 
detection and identification method, which to the best of 



 

authors’ knowledge, is the first use of visual odometry method 
for mobile robot’s fault diagnosis. Moreover, our method uses 
only low cost sensors, e.g. encoders and commercial digital 
camera, which are commonly available in mobile robots and 
have low hardware requirements. Hence, our solution can be 
easily adopted in different applications employing mobile 
robots. The experimental results show that, using our method, 
it is possible to monitoring the movements of the robots and 
successfully diagnose wheels’ fault. In future work we will 
evaluate the capability of the developed method to diagnose 
encoders fault and identify in which part of the system, wheel 
or encoder is subjected to failure. The main problem with this 
method is that visual odometry and odometry errors will grow 
over time, thus, the discrepancy between the three poses will 
be unbounded. Therefore, it is not suitable to use a fixed 
threshold. In future work we will also perform analytical 
studies and evaluation of the optimal thresholds for the 
residuals using an adaptive threshold generation scheme.  
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