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ABSTRACT

In this research, we propose a novel distortion-resistant visual odometry technique using a spherical camera,
in order to provide localization for a UAV-based, bridge inspection support system. We take into account the
distortion of the pixels during the calculation of the 2-frame essential matrix via feature-point correspondences.
Then, we triangulate 3D points and use them for 3D registration of further frames in the sequence via a modified
spherical error function. Via experiments conducted on a real bridge pillar, we demonstrate that the proposed
approach greatly increases the accuracy of localization, resulting in an 8.6 times lower localization error.
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1. INTRODUCTION

(a) (b)

Figure 1. (a) Manual close-up bridge inspection: Slow and tedious (b) FoV comparison: A regular camera can only see a
small area, so close-up. A spherical camera can view much more.

Tall bridges support large volumes of traffic which induce cyclic loads on them. A single crack or defect could
widen and cause catastrophic failure. Hence, they require periodic, close-up inspection. Current inspection
technologies are quite tedious as they involve cranes and large hydraulic arms that move people close to the
surface. An example of this is shown in Fig. 1 (a).

In order to solve this issue, many inspection methods based on the use of UAVs have been suggested in.1–3

Equipped with a high-resolution camera and/or other sensors, they can fly close to the structures and map
the surface data in order to ‘digitize’ it for easier, offline inspection.4,5 For such purposes, there is a need to
estimate the 3 dimensional position and orientation of the UAV on the physical structure, in order to map the
data collected. GPS technology is insufficient to provide an accurate estimate of the 3D position and orientation.
Hence, camera based methods are preferred. There are many approaches that can perform 3D mapping and
localization using perspective cameras.6–8 However, if a normal perspective camera is used in such cases, it will
not be able to view more than a tiny section of the structure. Pixels and other distinguishing features would
easily flow out of view. Hence, a spherical camera which can see the entire structure at once, even from up-close
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Figure 2. A UAV rolls on the surface of the bridge pillar in order to collect data from the surface and simultaneously
records a spherical video. The spherical video is then processed to recover the 3D trajectory of the UAV is along with
the sparse 3D structure, in order to map the inspection data to its correct location on the structure of the bridge pillar.

is particularly useful and advantageous for localization and reconstruction. An example of this is shown in Fig. 1
(b).

Thus, in this research, a spherical camera was used for UAV localization on a bridge pillar, via visual odometry.
While collecting the inspection data, a spherical video was recorded and processed in order to estimate the camera
trajectory and a sparse 3D point cloud of the pillar. The generated point cloud was then registered to the CAD
model of the bridge9 in order to map the inspection data.

Typical visual odometry methods adopt a strategy of detecting 2D feature points in an image frame, tracking
them across images and reconstructing them in 3D. In planar images, all detected points have the same geomet-
rical confidence. However, spherical images are not planar and exist as a sphere. Typical 2D image processing
techniques which are necessary for visual odometry, such as feature-point detection and matching, only work on
a 2D equirectangular projection, which contains a lot of distortion, making the vertically central portions of the
image more reliable. If this is ignored during visual odometry calculations, large errors can occur as all parts of
the image would contribute equally.

Thus, we take the image distortion and spherical image geometry into account during two essential visual
odometry steps - the calculation of the 2-frame essential matrix via feature-point correspondences, and the
registration of 3D points across 3 frames. In an experiment over a trajectory of 9.3 m on a real bridge pillar,
our proposed improvements resulted in localization error reduction from 0.69 m to 0.08 m. The detailed
method is described in the next section.

2. PROPOSED METHOD

2.1 Overview

In this research, a video taken from a spherical camera attached to a UAV is processed in order to estimate the
camera motion and sparsely reconstruct the bridge pillar. In order to deal with the distortions, A-KAZE10 is
used for feature detection and matching. Our approach works on a moving window of frame triplets. Henceforth,
we shall refer to the frames of this triplet as frame 1, 2, and 3.

Initially, features are tracked between frame 1 and frame 2. A filter is used to check whether frame 2
has sufficient translational displacement from frame 1, that is necessary for accurate estimation. The feature
matches are filtered via RANSAC11 and the essential matrix is estimated via a modified 8-point algorithm12

which weighs the feature-point matches based on the distortion present near them. Following this, the pixels are
then triangulated to 3D positions and frame 3 is processed. Feature matches that are common to all three frames
are estimated and filtered on the basis of triangulated 3D points. The filtered points are registered based on a
spherical reprojection error minimization to estimate the position of the frame 3. Upon finishing this estimation,
the three-frame window is moved along the window sequence in order to process the entire video.



The intuition behind both steps is to take the spherical camera geometry and distortion into account during
the visual odometry calculations. During the 2D feature matching, it is theorized that the distortion is inversely
proportional to the “confidence” and thus directly proportional to the uncertainty of every feature point detected
inside the equirectangular projection.

2.2 Two-view Estimation

In this section, we describe the two-view estimation carried out between consecutive frames. Typically, the
two-view essential matrix of central-projective geometry satisfies the following equation.

x̂T2 E x̂1 = 0, (1)

where E is a matrix known as the essential matrix and x̂1, x̂2 are the unit vectors of the matched features
in both images. It encodes the complete motion between the two images, i.e. the rotation and translation, up
to a scale factor. It can be estimated linearly from 8 distinct feature matches. This is known as the 8-point
algorithm.12 If corresponding spherical image points are written as x̂1 = [x1, y1, z1] and x̂2 = [x2, y2, z2], Eq. (1)
can be re-written as:

[
x2x1, x2y1, x2z1, y2x1, y2y1, y2z1, z2x1, z2y1, z2z1

]
e = 0, (2)

where e = [E11, E12, E13, E21, E22, E23, E31, E32, E33]T , a column vector containing all elements of E.

Thus, for 8 different feature matches x̂1
n → x̂2

n, (n ∈ 1 : 8) the equation becomes:
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 e = 0. (3)

This set of linear equations condensed as Ae = 0 can be solved by decomposing A using singular value
decomposition to obtain the matrix E. After recovering the correct E matrix, it can be decomposed to give the
rotation matrix and translation vector.

In our modified approach, we multiply each row of Eq.( 3) with the distortion rate w12, as calculated below:

The distortion rate is calculated as follows. As seen in Fig. 3 (a), towards the equator of the image, the
radius along the vertical axis is of unit length. Towards the top and bottom, the radius keeps decreasing to 0,
but number of pixels in the corresponding v coordinate of the equirectangular image remains the same. Thus,
the equirectangular image is stretched by a factor of 1

r , where r is the radius of the sphere from the vertical axis.
r can be calculated as:

r =
√

1− z2

=

√
1− cos2

(πv
h

)
.

(4)

The following weight ws(v) is calculated to counter the distortion rate:

ws(v) =

√
1− cos2

(πv
h

)
. (5)

Thus, the distortion rate for each matched feature pair is calculated as:

w12 = ws(v1)× ws(v2), (6)

where ws(v1) and ws(v2) represent the individual distortion rates of the matched features in both images. The
computation is done via RANSAC11 filtering, based on an epipolar error as calculated on a spherical surface13

. The essential matrix is decomposed to provide the two-view translation vector and rotation matrix, and the
filtered feature matches are triangulated to 3D positions.
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Figure 3. (a) Distortion of pixels inside a spherical image: The red and blue circles expand to the same length on the
equirectangular projection. The distortion can be calculated according to the height of each pixel. (b) Spherical Epipolar
Error: Euclidian distance is invalid for spherical image geometry as it does not lie on the spherical image surface.

2.3 Three-view Estimation

In the previous section, features were matched, RANSAC11 filtered to calculate the two-view camera motion, and
triangulated to 3D. In this section, frame 3 is localized by finding the correspondences between its features and
the already triangulated 3D features from frame 1 and frame 2. This is done via a modified spherical reprojection
error minimization.

Initially, the same two-view estimation described in the previous section is performed between frame 2 and
frame 3. This provides two kinds of information - the filtered feature matches between frame 2 and frame 3, as
well as an initial estimate for the localization of frame 3. The filtered feature matches are used to find the 2D-3D
correspondences between the features of frame 3 and the triangulated 3D points from frame 1 and frame 2.

Next, the triangulated 3D points are projected to frame 3. Ordinarily, the reprojection error is calculated as
the Euclidian distance between the original and the reprojected points. This is valid for regular planar images as
the straight line joining the points lies on the image surface. However, in case of spherical images, this is invalid
because the points are projected on a spherical surface, as seen in Fig. 3 (a). Hence, the reprojection error is
calculated on the surface of the sphere as the length of the arc joining the two points i.e. the geodesic distance
eg(x̂, x̂

′) between the reprojected 3D point x̂′ and its corresponding 2D feature x̂. This has been shown to lead
to a better conditioned optimization and a more accurate convergence in.13 It is calculated as follows:

eg(x̂, x̂
′) = sin−1(x̂T x̂′). (7)

Thus, if (tx,3, ty,3, tz,3, α3, β3, γ3) represent the translation and rotation of frame 3 respectively w.r.t frame 2
in the 6 DoF Euler space space, the minimization of the reprojection is posed as follows:

minimize
tx,3,ty,3,tz,3,α3,β3,γ3

∑
∀(x̂)

(
eg(x̂, x̂

′)
)2
. (8)

This minimization is solved using the Levenberg-Marquardt non-linear least squares minimization14 in order to
obtain the translation and rotation parameters for frame 3. This process is carried out over a moving 3-frame
window over the entire video sequence. The obtained translation and rotation parameters are used to successively
register the triangulated 3D points in order to obtain the structure of the bridge. The overall scale of the visual
odometry process is set according to the translation between the first two frames. In the next section, we evaluate
the effect of using the proposed improvements that consider the distortion of the equirectangular image.



3. EXPERIMENTAL EVALUATION

3.1 Experimental Setup

An experiment was conducted on a real bridge pillar in order to evaluate the localization accuracy. A UAV was
fitted with a Ricoh Theta S spherical camera, as shown in Fig. 4(a). A bridge pillar with a height of 37.8 m
was chosen for this experiment. Special, easily identifiable marker patterns were fitted at three known locations.
The pillar used for evaluation and the locations of the markers are shown in Fig. 4 (a). The positions of the
UAV while viewing each marker were estimated using the Omnidirectional Calibration Toolbox.15 The position
of the UAV at marker 1 was counted as the initial position estimate. The scale of motion was estimated using
the length between the positions at marker 1 and marker 2. They were also used in order to calibrate the axes.

The UAV started from the ground crossing marker 1. It kept going upwards and crossed marker 2, till a
height of around 5.5 m. Then, the UAV drifted towards the right, and returned back to a position near marker
3. The trajectory is shown in Fig. 4(b).
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Figure 4. (a) Experimental setup and environment (b) UAV Trajectory (c) Estimation result and ground truth positions
of the three markers

3.2 Accuracy Evaluation

In order to evaluate the improvement in localization accuracy due to the proposed contributions, visual odometry
was conducted with and without the proposed improvements and compared. In the case without the proposed
improvements, the two-view estimation was done without the distortion rates and the reprojection error for the
three-view estimation was done without spherical reprojection error minimization. The video was processed at
a resolution of 1000 × 500 pixels. The trajectory consisted of a sequence of approximately 300 frames.

The difference between the expected position and the estimated position at marker 3 was estimated and
taken to be the localization error in both approaches. The total length of this trajectory was around 11 m. The
errors of estimation in both approaches are reported below in Tab. 1. The estimation result from the proposed
approach is also shown in Fig. 4 (c). As can be seen from the results, the proposed improvements resulted in a
reduction of 8.6 times in the error.

Table 1. Results of experiment 1

Method Error Percentage Error
Without Proposed Improvements 0.69 m 6.3 percent
With Proposed Improvements 0.08 m 0.7 percent



4. CONCLUSION

In this research, we proposed an improved visual odometry algorithm for spherical images, to provide UAV
localization for a bridge inspection system. Two-view epipolar estimation was done by taking into account the
distortion inside the equirectangular projection of the spherical image and three-view estimation was done by
minimizing a spherical reprojection error. An experiment on a real bridge pillar resulted in localization error
reduction by 8.6 times.
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