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Abstract— Automatic image captioning has various impor-
tant applications such as indexing images on the Web or
the depiction of visual contents for the visually impaired.
Recently, deep learning based probabilistic frameworks have
been greatly researched for image captioning. However the
existing deep learning methods are only established on visual
features, which have problems generating captions related to
motions, because visual features from images do not include
motion features. In this paper, we propose a novel, end-to-end
trainable, deep learning image captioning model that estimates
motion features from a image to help generate captions. Our
proposed model was evaluated on two datasets, MSR-VTT2016-
Image, and several copyright free images. We demonstrate
that our proposed method using motion features improves
performance on caption generation and that the quality of
motion features is important to generate captions.

I. INTRODUCTION

In recent years, automatically generating captions of im-
ages has been an active research topic in Computer Vision
[1]. Various important applications exist such as the depiction
of visual contents for the visually impaired and indexing
services for images on social networks. Traditionally, such
captions are generated manually by humans for each image,
which is a labor intensive process. Therefore, there is a need
for automatic image caption generation.

Recently, deep learning models have seen success for
automatically generating image captions [2][3]. Such mod-
els generate accurate image captions for unknown images,
without the need for humans to design features, by training
using a large number of datasets. Vinyals et al. [2] proposed
a model that consisted of Convolutional Neural Networks
(CNN) and Recurrent Neural Network (RNN). Wang et
al. [4] introduced bidirectional Long-Short Term Memory
(LSTM) for RNN, which performed bidirectional calcula-
tions. These models can learn relationships between overall
image features and corresponding words in the caption.

To generate highly accurate captions, it is often important
to exploit some image regions features such as objects.
Therefore, a visual attention captioning model has been
proposed [5]. This model focuses on the regions of an
image related to specific words in image caption. For that
reason, attention captioning models have been developed and
reported high performance in image captioning. The first
approach to utilize attention mechanism was Xu et al. [5].
They improved caption quality but also provided the ability
to visualize what the model use for traceability. Lu et al. [6]
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Fig. 1. Overview of our model. Input image is processed to CNN and
Motion-CNN for incorporating image and motion features. Then RNN with
attention is conducted for generating caption.

proposed adaptive attention mechanism, which decides when
to rely on visual or non-visual features according to words
in the caption.

Most visual attention models used in image captioning
improve performance by using the overall image or specific
image regions. These method aim to learn directly rela-
tionships between image features and corresponding image
caption. However, this is not relevant for words which do
not have meaningful relationships with image features. For
example, verbs that describe motion cannot be meaningfully
put in relation with image features. Therefore generating
captions including such verbs are challenging for captioning
models.

If we get motion features from particular image regions,
we can include the relation between motion features and
verbs in the caption generation process. We directly incorpo-
rate motion features by motion estimation, which has been
overlooked in related works. Therefore, the objective of this
paper is to incorporate motion features in image captioning.

In this paper, we propose a method for image caption
generation that focuses in incorporating motion estimation
from images. For example, as illustrated in Fig. 1, our
proposed method has 2 convolutional feature extractions: one
is for image features and the other one is for motion features.

Overall, the main contributions of this paper are:

• We introduce a novel caption model with motion esti-
mation that automatically extracts overall image features
and motion features from images.

• We perform an analysis of our model, particularly on the
effect of quality of motion features by comparing the
performance of our proposed method without motion
features, with estimated motion features and with high
quality motion features.



Fig. 2. Overview of our proposed model, which is composed of CNN and motion-CNN consisted of CNNestimate and CNNextract. Two Attention and
LSTM are performed to get attention features and caption. The model takes the images and the words estimated at last time step as input.

II. METHOD

We explain the concept about our model in Section II-A.
We introduce our proposed captioning models in Sections II-
B & II-C, then the generic probabilistic framework for image
captioning is detailed in Section II-D.

A. Concept

In this paper, our concept is to incorporate motion esti-
mation from images. Our key motivation is that humans can
estimate motion from images by many years of experiences.
For example, given an image, human can distinguish between
actions such as ”walking” and ”standing”.

Furthermore, this is supported by corresponding neuro-
science researches, such as Kourtzi et al. [7]. They report that
the Medial Temporal/Medial Superior Temporal (MT/MST)
cortex is one of the main brain regions engaged in the
perceptual analysis of visual motion, and that MT/MST also
engages in processing implied dynamic information from
images.

Therefore, we introduce a motion estimation model within
our image captioning model.

B. Overall Model Architecture

Following [1][5], our model consists of a CNN portion
and a LSTM portion. The CNN portion is used for incorpo-
rating image features, and the LSTM portion is utilized for
generating captions. However these models can not estimate
motion features. Therefore we propose motion-CNN in the
CNN portion.

Fig. 2 presents the overview of our model. Image I is
passed to CNN and motion-CNN consisting of CNNestimate

and CNNextract. We get image features Vi and motion features
Vm from each CNN. Next, attention features Ai, Am are
calculated for each feature from the output of Visual LSTM
(LSTMV) hV

t at time step t. Then, concatenated attention
features Ac is inputted to Language LSTM (LSTML) and
the caption is generated.

The flow of motion-CNN can be defined by the following
formulas:

Vm = motion-CNN(I). (1)

Different from [1][5], we get image features Vi and motion
features Vm. Therefore according to each feature, we use two
separate attention mechanisms for focusing on the regions of
an image related to specific words in image caption. The flow
of attention is computed as:

Ai = Attention(hV
t ,Vi), (2)

Am = Attention(hV
t ,Vm), (3)

where each attention shares learned parameters which are
calculated by image features Vi. Next, we need to fuse both
Ai and Am. This is done as:

Ac = Concat(Ai,Am), (4)

where Concat(·) is vector concatenation. From our experi-
ence, concatenation yields better results than summation for
fusing image features Vi and motion features Vm.

C. Multiple CNN Architecture

In order to incorporate both image and motion features,
we propose a multiple CNN model by feeding the image to
CNN and motion-CNN. Fig. 3 presents the overview of our
motion-CNN model. It consists of 2 types of CNNs. Given an
image, convolutional motion estimation is first conducted and
the output is image expressed motion of the same size as the
input image. This expressed motion is estimated opticalflow.
Estimated opticalflow is the pattern of apparent motion of
objects or edges in a visual scene generated by Neural
Network. Then, convolutional feature extraction is applied
and motion features from image are obtained.

The process can be defined by the following formulas:

V ′
m = CNNestimate(I), (5)



Fig. 3. Overall architecture of motion-CNN and examples corresponding to
input image: (1) is an input image example, (2) is the flow visualization of
estimated opticalflow, Following [10], we use same color coding to visualize
flow for best viewed, (3) is the extract features.

Vm = CNNextract(V
′
m), (6)

where V ′
m is the CNNestimate output vector. CNNestimate(·)

is the motion estimation and CNNexpress(·) is the feature
extraction.

D. Probabilistic Framework for Image Captioning

We briefly mention the probabilistic framework for image
captioning [2][6]. Given an image and corresponding caption,
the probabilistic model directly maximizes the following
formulation:

θ∗ = arg max
θ

∑
(I,S)

log p(S|I;θ), (7)

where θ are the parameters of the model, I is the image, and
S = {S1, ..., St} is the corresponding caption. Calculating
the chain rule to model, the log likelihood of the joint
probability is the following notation:

log p(S|I) =
N∑

(t=1)

log p(St|S1, ..., St−1, I), (8)

where we drop the dependency on model parameters θ for
convenience.

In the probabilistic framework using RNN, RNN outputs
ht expressing the number of words according to time steps.
The calculation of RNN over a single time step is operated
by the following formula:

ht = f(ht−1,xt), (9)

where f is a non-linear function. xt is the RNN input vector
at time t, and ht is the RNN output vector at time t.

III. EXPERIMENTS

A. Experimental Setup In Laboratory Conditions

In our experiments, we used ResNet101 [8] pretrained
on ImageNet [9] for CNN and CNNextract to extract image

features. Im2Flow [10] was used for CNNestimate to esti-
mate motion features from images. We fine-tuned CNN and
CNNextract. We used the Adam optimizer with base learning
rate of 2 × 10−4 for the LSTMs and 1 × 10−5 for the
CNN, and decay rate was set to 0.8 for every 5 epochs. The
dimensions of embedding layers and both LSTMs were set
to 512. We trained our model under cross entropy loss with
doubly stochastic regularization [5]. In the decoding process,
we used beam search with the beam size set to 3. We set
the batch size to 16. All of our experiments were conducted
on Intel Core i9-7900X cpu, Ubuntu 18.04, 64G RAM and
GTX2080 Ti GPU with 12G memory.

Two experiments were conducted:
• Experiment 1 aiming at analyzing the effects of qual-

ity of motion features using MSR-VTT2016, a video
captioning dataset. Concretely, we compared our model
with no motion, estimated motion, and opticalflow cal-
culated using 2 video frames.

• Experiment 2 performing image captioning with copy-
right free images freely available on the Internet.

The following methods are compared in our experiments:
• (A) Proposed method (without motion estimation): our

proposed model without motion-CNN, which uses im-
age features only.

• (B) Proposed method (with motion estimation): our
proposed model with motion-CNN, which incorporates
both image features and motion features.

• (C) Proposed method (with opticalflow): our proposed
model with motion-CNN, which uses both image fea-
tures and opticalflow for motion features. Opticalflow
was calculated using two consecutive images and cor-
responds to high quality motion features.

B. Datasets
MSR-VTT2016-Image. To conduct an analysis of our

model, particularly on the effects of quality of motion
features, we created a image captioning dataset using MSR-
VTT2016 [11]. MSR-VTT2016 is a large-scale video dataset,
with 10,000 clips totaling 41.2 hours and 20 captions per
clip. To evaluate the effects of quality of motion features,
we needed high quality motion features. Therefore we
used opticalflow in this paper. Opticalflow is the pattern
of apparent motion of objects or edges in a visual scene
calculated by two consecutive images. For conversion to an
image captioning dataset, 4 frames, separated by 10 frames
each, were extracted from each clip of MSR-VTT2016 and
associated with 5 of the corresponding captions. To generate
opticalflow, we used LiteflowNet2 [12]. This produced an
image captioning dataset with the benefit of actual motion
associated with each image, i.e., high quality motion features.

Copyright free images. This is used for qualitative anal-
ysis. This dataset was created by using copyright free web
video clips, in the same fashion as for MSR-VTT2016-
Image. Therefore those images contain true motion features
but do not include captions.

Pre-processing. We truncated captions longer than 22
words for MSR-VTT2016-Image. We then built a vocabulary



TABLE I
EXPERIMENTAL1 RESULTS WITH MSR-VTT2016-IMAGE DATASET

Method BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L CIDEr

(A) Without motion estimation 47.1 30.4 20.7 14.1 15.4 38.8 30.9

(B) With motion estimation 48.2 30.8 20.6 13.8 15.4 38.4 30.3

(C) With opticalflow 49.6 32.4 22.0 15.1 16.1 39.8 33.6

of words, removing words occurring less than 5 times, and
obtained a vocabulary of 7,802 words.

C. Evaluation Metrics

To evaluate our model’s performance on image caption-
ing, the commonly used BLEU-N (N=1,2,3,4) metric [13],
METEOR metric [14], ROUGE-L metrics [15] and CIDEr
metric [16] were used.

BLEU-N metrics is calculated as:

BLEUN = min(1, e1−
r
c ) · e 1

N

∑N
n=1 log pn , (10)

where r is reference sentence, c is generated sentence, pn
is the modified n-gram precision. We also used METEOR
metric [14], ROUGE-L metric [15] and CIDEr metric [16]
for comparison. These values basically translate the similar-
ity of the generated caption with the ground truth caption.
Therefore for all evaluation metrics, higher values show
better results.

D. Results on Experiment 1

Table 1 presents the results obtained in experiment 1.
For all evaluation metrics, higher values show better results
and the best value for each metric is shown using bold
fonts. The proposed method with optical flow obtained the
best results for all considered metrics. The proposed method
without motion estimation was the second best, except for
BLEU-1,2 and the proposed method with motion estimation
obtained overall the lowest values. The difference among
those three variations of our proposed method was the
quality of motion features: incorporating high quality motion
features did improve image captioning performance.

E. Results on Experiment 2

Fig. 4 shows the copyright free images used in experiment
2. Fig. 4 (a) presents an image of people walking on the
street and captions generated by each method. The proposed
method without motion estimation generated “A group of
people are walking on the street”. The proposed method
with motion estimation outputted “A group of people are
walking down the street”. The proposed method with opti-
calflow generated “A man is walking down the street”. All
methods succeeded here and managed to correctly generate
“walking” in the cation.

Fig. 4 (b) shows an image of a car running in an aisle.
The proposed method without motion estimation generated
“Someone is showing a car”. The proposed method with
motion estimation generated “A person is driving”. The
proposed method with opticalflow outputted “A car is being

driven”. Here, the proposed methods incorporating motion
features successfully generated words such as “driving” and
“driven” in their caption while our proposed method without
motion features only generated the word “showing”.

Fig. 4 (c) presents an image of a man walking on a beach.
The proposed method without motion estimation generated
“A man is dancing”. The proposed method generated “A
man in a blue shirt is swimming in the sea”. The proposed
method with opticalflow outputted “A man in a blue shirt is
on the beach. Here, all methods failed to generate correctly
the world “walking”.

F. Discussion
Results in experiment 1 show that high quality mo-

tion features improve image captioning performance, and
that estimated motion features decrease image captioning
performance. One possible explanation for the decreased
performance is the lack of accuracy of our motion es-
timation. Proposed motion-CNN consisted of CNNestimate

and CNNextract. This CNNestimate was pretrained using an
action recognition dataset. Therefore the performance of the
estimation is variable depending on the target. For example,
the performance for objects such as humans can be high.
However, for other objects, such as the background, it may
be poorer. Therefore, incorporating other CNN models for
motion estimation may yield better captioning performance
for our method.

Results in experiment 2 show examples of successes and
failures for generating captions. Fig. 5 presents the flow
visualization of each input image shown in Fig. 4. Following
[10], we use same color coding to visualize flow for best
viewed. The first and second rows show that estimated
opticalflow and opticalflow matches for objects. Therefore
our models using motion features generated correct words
such as “walking”, “driving” and “driven”. The last row
shows a failure case. Estimated opticalflow is erroneous
compared to opticalflow, and this estimated opticalflow may
hinder the generation of the word “walking”. However our
model with opticalflow can not output the word “walking”
either. Therefore, this case illustrates our model failing to
use motion features.

As we have discussed, we can improve image captioning
performance by utilizing motion features. However, it is
possible that motion features can not be acquired from
images that show very slow moving objects. This is because
current model of CNNestimate has been pre-trained based on
fast human motion. Therefore, to deal with such cases, it
is necessary to pre-train with a different dataset containing
slow moving objects.



(a)

A group of people are walking on the street.
A group of people are walking down the street.
A man is walking down the street.

(b)

Someone is showing a car.
A person is driving.
A car is being driven.

(c)

A man is dancing.
A man in a blue shirt is swimming in the sea.
A man in a blue shirt is on the beach.

Fig. 4. Images used in experiment 2 and captions generated by each method. Captions in black font were generated by our proposed without motion
estimation. Captions in blue font were generated by our proposed with motion estimation. Captions in red font were generated by our proposed method
with opticalflow. (a) is an image of people walking on the street. (b) is an image of a car running on the aisle. (c) is an image of a man walking on the
beach.

(a) Input Image (b) Estimated
Opticalflow

(c) Opticalflow

Fig. 5. Flow visualization for Fig. 4. (a) is input image, (b) is opticalflow
estimated by CNNestimate, (c) is opticalflow calculated by two consecutive
images. Following [10], we use same color coding to visualize flow for best
viewed.

IV. CONCLUSIONS

In this paper, we proposed a novel method for image
caption generation that focuses in incorporating motion es-
timation from images. We demonstrated that our proposed
method using motion features improved performance on
caption generation and that the quality of motion features
was important to generate accurate captions.

Our future work will focus on how to better incorporate
motion features and evaluating with other image captioning
datasets.
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